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COVID-19 Stimulus Payments and the 
Reserve Bank’s Transactional Banking 
Services 

Jiawen Chen and Kristin Langwasser[*] 

Photo: Peeradon Warithkorasuth – Getty Images 

Abstract 

The Australian Government introduced significant fiscal support measures to limit the negative 
economic effects of the COVID-19 pandemic and support economic recovery. In its capacity as 
the banker to the Commonwealth of Australia, and importantly as transactional banker to the 
large agencies charged with delivering a number of these measures, the Reserve Bank facilitated 
the distribution of fiscal stimulus payments to households and businesses. Improvements in 
government processes to ensure bank account details are available when delivering large-scale 
economic stimulus programs ensured that the COVID-19 stimulus payments were delivered more 
quickly and efficiently when compared to the stimulus payments made during the Global 
Financial Crisis (GFC) in 2008 and 2009. This meant that there was little delay for the economic 
stimulus to be available to the recipients and the economic support to take effect. 

COVID-19 caused an unprecedented 
economic shock and the Australian 
Government responded with a 
stimulus package 
While the COVID-19  pandemic primarily had 
profound public health implications, it also caused a 
major economic contraction (Graph 1). Substantial 

fiscal and monetary policy support measures were 
introduced from early 2020 onwards, initially to limit 
the negative economic effects on households and 
businesses and then more recently to support 
economic recovery. For its part, the Australian 
Government responded quickly with the largest 
fiscal support during peacetime, which was worth 
7 per cent of GDP in 2020/21  (Graph 2).[1] Among 
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other things, the fiscal measures included 
significant fiscal stimulus payments to households 
and businesses, including JobKeeper, Economic 
Support Payments (ESP) and the Coronavirus 
Supplement. Another aspect of the Reserve Bank of 
Australia’s (the Bank’s) role during the pandemic was 
in facilitating the disbursement of these payments. 

As the banker to the Commonwealth of Australia, 
the Bank provides a range of banking and payment 
services to meet the needs of the Australian 
Government. This includes transactional banking 
services to more than 90 government agencies, 
including Services Australia and the Australian 
Taxation Office (ATO). The many services offered by 
the Bank include the distribution of electronic 
payments, which are processed in bulk and directly 
credited to recipients’ bank accounts. The Bank 
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assists in the reliable delivery of fiscal support 
measures by ensuring payments can be provided 
directly to a large number of financial institutions in 
a timely way, especially during extraordinary times. 
The Bank has established more direct connections 
to financial institutions than is standard industry 
practice because of its involvement in the delivery 
of large-scale payment programs from time to time. 

This article describes how the Bank supported the 
Australian Government and its agencies in 
disbursing COVID-19  stimulus payments, draws 
comparison to the stimulus payments delivered 
during the Global Financial Crisis (GFC), and 
discusses factors that enable the Reserve Bank to be 
a reliable banker to its government customers. 

The Bank promptly delivered COVID-19 
stimulus payments to affected individuals 
and businesses 
In 2020, the Reserve Bank processed more than 
355 million payments on behalf of its government 
customers, almost all of them electronically 
transferred for direct crediting of the recipients’ 
bank accounts. Generally, the number of payments 
made by cheques has declined markedly over 
recent years, while the use of real-time payments 
using the New Payments Platform (NPP) gradually 
increased since the NPP’s introduction in 2018. 
(Graph 3) Overall, payment volumes and values 
processed by the Bank increased in 2020 due to the 
government’s COVID-19  stimulus payments. 
(Graph 4) 

Of the government’s range of stimulus payments, 
the ESP (about $12 billion), the Coronavirus 
Supplement (estimated $20 billion), and the 
JobKeeper program (about $90 billion) were the 
largest processed by the Bank.[2] Services Australia 
administered the ESP and the Coronavirus 
Supplement. There were 4 rounds of ESPs with one-
off payments made to eligible recipients of social 
assistance payments. The Coronavirus Supplement 
was an increase (or top-up) to the existing 
JobSeeker payments, made to those on eligible 
income support on a fortnightly basis. The ATO’s 
JobKeeper program supported employers and sole 
traders that were significantly affected by COVID-19 
by subsidising part of their employees’ wages. 
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These large-scale programs to support households 
and businesses were announced in quick 
succession in March 2020 and implemented shortly 
thereafter (Figure 1). On 31 March 2020, 2 weeks 
after the first announcement of the first round of 
the ESP, the Bank began receiving bulk payment 
files for processing and disbursement to recipients’ 
financial institutions. In April and May 2020, the 
Bank commenced the distribution of the fortnightly 
Coronavirus Supplement payments and the 
fortnightly JobKeeper payments to businesses. 

As the ESP and the Coronavirus Supplement 
payments were processed alongside recipients’ 
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usual benefit payments from Services Australia, 
payment values processed by the Bank significantly 
increased and payment volumes spiked on key 
dates for social assistance payments (Graph 5 and 
Graph 6). During the week in which the Bank 
commenced distributing the first round of the ESP, 
almost 9 million payments were delivered worth 
more than $12 billion. The second round of the ESP 
coincided with the JobKeeper and the Coronavirus 
Supplement payments, which resulted in the 
highest number of payments the Bank processed in 
a single day, consisting of 4.3 million payments 
totalling $4.6 billion. 
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Figure 1: Timeline of Economic Support Payments 

Source: Australian Taxation Office, Commonwealth of Australia, RBA and the Treasury 
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The Bank was able to deliver these stimulus 
payments reliably and swiftly, despite the daily 
payment volumes reaching record levels, with 
significant peaks in the volume of transactions. The 
key enablers that allowed seamless disbursement of 
stimulus payments included prior investments in 
building a robust foundation of information 
technology systems such as the new core banking 
system and the proprietary Government Direct 
Entry Services (GDES) system. GDES is used to make 
direct credit payments in bulk and is a well-
established, robust system, ensuring payments are 
received by 9 am on the payment date. The Bank’s 
systems and processes are regularly tested for their 
performance under varying circumstances. This 
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allowed for the delivery of the high volume of 
payments without requiring any process changes, 
despite the shift to working from home. 

A heightened level of collaboration between 
government agency customers, internal and 
external stakeholders was essential to the successful 
distribution of the largest stimulus payment 
programs. Due to the accelerated delivery of these 
large volumes of stimulus payments, close 
coordination was needed between the Bank and 
the government agencies as well as the payments 
industry. The government agencies are responsible 
for determining the eligible recipients and payment 
values and generating bulk payment files, which are 
securely transferred to the Bank. Upon receipt, the 
Bank validates the information, ensuring the 
payments can be made reliably, and distributes the 
payment instructions to the recipients’ banks. Once 
the payment instructions have been successfully 
sent to the receiving bank, the funds are required to 
be credited to the recipients’ bank accounts by 
9 am on the payment date. Because of the high 
volumes and values involved, the Bank coordinated 
these payment processes carefully with the govern
ment agencies as well as the commercial banks. 

During times where large numbers of welfare 
payments are made, liaison and coordination with 
the financial institutions in Australia is vital so that 
there is sufficient cash available in their ATM 
networks to meet the additional cash demand from 
welfare recipients. To enable readiness for large 
payment days during the COVID-19  stimulus 
programs, the Bank advised the financial institutions 
of the stimulus payment values being disbursed in 
advance. This was particularly important as the 
pandemic led to a sudden and strong demand for 
cash and the commercial banks’ currency holdings 
were quickly run down. This was coupled with 
fewer banknote deposits flowing into the banking 
sector (Guttmann et al 2021). 

The COVID-19 stimulus was different to the 
GFC stimulus payments 
In 2008 and 2009, the Australia Government also 
provided fiscal stimulus payments to the national 
economy during the GFC. Although there are 
similarities between the COVID-19  stimulus 
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Table 1: Key Differences of the GFC and COVID-19 Stimulus Payments 

COVID-19 stimulus GFC stimulus 

Size of the stimulus payments disbursed by the RBA 

> $120 billion for ESP, Coronavirus Supplement, and 
JobKeeper 

$20 billion 

Range of recipients 

• ESP: between 5 and 6.6 million households and 
individuals 

• Coronavirus Supplement: about 2.2 million individuals 
received fortnightly JobSeeker top-ups 

• JobKeeper: more than 1 million businesses received 
the fortnightly wage subsidy, supporting 3.6 million 
individuals 

• More than 5 million households and individuals 
received welfare payments 

• 8.4 million tax payers received a tax bonus 

Payment methods 

28.5 million electronic, direct credit transfers for ESP and 
JobKeeper payment plus regular welfare payments 
including the Coronavirus Supplement 

16.7 million payments: 
• 12.4 million electronic transfers 
• 4.3 million cheques 

Operational efficiency 

Exclusive use of electronic, direct credit transfers 
(processed in bulk) enabled swift availability of funds to 
recipients. In the main, the delivery was as part of normal 
business operations. 

The use of cheque issuance required more preparation to 
be operationally ready. Availability of funds to recipients 
lagged issuance by 9 days on average. 

payments and the GFC stimulus payments, there 
are stark differences regarding the size and the 
range of recipients for each. Further, only electronic 
payment methods were used during the delivery of 
the more recent stimulus payments, which 
considerably improved operational efficiency 
(Table 1). 

The COVID-19 stimulus value disbursed by the 
Bank was much larger than during the GFC 

As the size of the economic shock differed, so did 
the sizes of the stimulus programs. During the GFC, 
the Bank assisted the Australian Government by 
disbursing almost 16.7 million payments totalling 
$20 billion. The overall COVID-19  stimulus payments 
disbursed by the RBA are estimated to have been 
worth about $120 billion – about 6 times the value 
of the GFC stimulus payments processed by the 
Bank in 2008 and 2009. 

In terms of the peak volume of payments, on 15 July 
2020, the Bank processed a record-breaking 
number of transactions comprising 4.3 million 
payments. This single day’s volume was equivalent 
to a quarter of the total number of stimulus 

payments processed by the Bank during the entire 
2008/2009  GFC period and equivalent to the 
number of cheques issued over a 5-week period. 

The range of recipients was broader during 
COVID-19 

Stimulus payments to households during the GFC 
consisted of 2 rounds of Services Australia 
payments to low-income households (5.5 million 
payments worth $8.7 billion and 2.8 million worth 
$5 billion respectively), and 8.4 million bonus 
payments from the ATO worth around $7.3 billion. 
The ATO provided one-off payments worth 
$950 made to every Australian taxpayer who earned 
less than $80,000 during the 2007/08  financial year 
(Reserve Bank of Australia 2009). 

During the COVID-19  pandemic, the government 
issued ESP and Coronavirus Supplement payments 
to households and individuals. While JobKeeper 
payments were made directly to employers and 
sole traders, they aided both businesses and 
households through support to incomes and job 
retention. For the 4 rounds of ESPs, it is estimated 
that there were between 5 and 6.6 million recipients 
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for each round of payments with an estimated total 
value of approximately $12 billion (Commonwealth 
of Australia 2020). The fortnightly Coronavirus 
Supplement was estimated to be worth around 
$20 billion and was provided to 2.2 million income 
support recipients as part of the regular welfare 
payments (Prime Minister of Australia 2020) 
(Commonwealth of Australia 2020). The JobKeeper 
program supported up to 3.6 million individuals in 
over 1 million businesses at the height of the 
program and is estimated to have cost $90 billion 
(Treasurer of the Commonwealth of Australia 2020) 
(Commonwealth of Australia 2021). 

The payments were delivered differently 

Another important difference was in the 
composition of payment methods used to dispense 
the stimulus packages. The distribution of payments 
during the GFC was completed by issuing a 
relatively large number of cheques. The ATO issued 
the ‘tax bonus’ payments to eligible tax payers. 
However, not all the intended recipients had 
provided the ATO with their bank account 
information, making direct crediting arrangements 
not possible for a large number of eligible 
recipients. As a result, the ATO issued 4.3 million 
cheques over a 5-week period and the Bank 
prepared for their presentment at a future time by 
estimating the daily number of cheque 
presentments against the expected issuance profile. 
In comparison, 3.7 million direct credit transfers 
were made to recipients for whom bank account 
information was available to the ATO. 

Over the past decade there has been a distinct 
trend away from cheque usage in government 
payments (Graph 3). This has enabled funds to be 
made available to recipients more quickly, 
presenting greater efficiencies for the government 
and the Bank. In 2020, the ATO was able to collect 
bank account information from businesses 
registered for JobKeeper, which enabled the 
exclusive use of electronic, direct credit transfers. 
Because stimulus payments were distributed 
electronically, this meant faster, secure and more 
cost-effective delivery of the stimulus payments. 
Importantly, the recipients received funds in their 
bank accounts by 9 am on the payment date. 

Operational processes were much more efficient 

Due to the extensive use of cheques during the GFC 
stimulus, the ATO, the Bank and broader industry 
had to ensure that there was a high degree of 
preparedness in order to handle the large volume of 
cheques being issued, printed, posted, presented 
and cleared. Specific operational arrangements had 
to be made across the industry to ensure that retail 
banks were prepared for the higher branch 
attendance of customers who were presenting their 
cheques. Special consideration also had to be given 
to the management of adequate cash supplies. 

This created a considerable lead time between the 
policy decision to make stimulus payments and 
money arriving in recipients’ bank accounts. The 
Bank had to ensure relevant banking systems were 
able to process such a large volume of cheques 
including the Bank’s cheque fraud detection 
systems. Between April and June 2009, the Bank 
processed 7.9 million cheques,[3] which was more 
than twice the amount processed over the same 
period in the previous year (3.6 million). Further, 
recipients had to wait until they received cheques 
in the mail and subsequently deposit the cheque at 
their local bank branch before being able to access 
the funds. On average, clearing of cheques took 
9 days from issuance. 

Because the timing of cheque clearances was not 
certain, the required amount in the government’s 
core bank account on any given day had to be 
estimated. At that time, this required the Bank to 
estimate daily cheque presentment volumes based 
on the observed presentment behaviours over 
previous years. This information was then provided 
to the Australian Office of Financial Management 
(AOFM) to ensure sufficient funds were available in 
the government’s core account at the Bank. For the 
COVID-19  stimulus package, the ability to 
exclusively use direct credit transfers and settle 
payments into the recipients’ bank accounts on the 
payment date meant that the government knew 
the required funding amount in advance. 

The government’s quick action to announce and 
implement the COVID-19  stimulus combined with 
the fast delivery method meant that there was little 
delay for the economic stimulus to be available to 
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the recipients and the economic support to take 
effect. As estimated by the Reserve Bank, the 
JobKeeper program for example saved 
approximately 700,000 jobs (Bishop and Day 2020). 
Being able to efficiently and reliably distribute 
payments for the government improved the 
effectiveness of the government programs, which 
was vital during the COVID-19  pandemic and 
motivates the Bank to continually innovate and 
invest in its capabilities. 

The Bank has made significant investments 
to support the efficiency of government 
payments 
The nature of the transactional banking services 
offered by the Bank is continuously evolving, driven 
by changes in payments technology and govern
ment processes. The Bank seeks to involve its 
government customers in the latest developments 
in payments technology so that government 
agencies can meet the growing expectations of the 
community regarding reliability and the speed of 
payments. This approach has proved to be more 
important for the delivery of services during times 
with heightened needs such as natural disasters or 
the COVID-19  pandemic. 

To support its transactional banking operations, the 
Bank recently completed a significant program of 
work to upgrade its banking systems. The project 
involved replacing the account maintenance 
system, as well as systems used to process govern
ment payments and receipts, and adopted a more 
modern programming language and architecture. 
This program, completed in August 2019, provides 
the Bank with a modernised platform that proved to 
be resilient, and effective in processing high 
volumes of government payments during COVID-19 
. 

The Bank has also recently invested in its capability 
to use the NPP. The Department of Finance uses the 
NPP to fund government agencies in real time on a 
24/7  basis. This ensures that funds are available to 
government agencies at short notice, for example 
in response to emergencies such as floods, 
bushfires or for the procurement of medical 
supplies during the COVID-19  pandemic. 
Correspondingly, the implementation by Services 

Australia of NPP payment capability in October 
2018 enabled the government to make bushfire 
relief payments to affected individuals and 
households in real time, including on weekends, 
public holidays and after hours. This means that 
people affected by hardship can receive funding 
from the government without delay and 
irrespective of the day and time (Leung 2020). 

One of the Bank’s key objectives regarding its 
transactional banking services is to further develop 
NPP capabilities and to take further advantage of 
the NPP’s superior functionalities such as the ability 
to include more information in the payment 
details,[4] the ability to make payments on a 24/7 
 basis as well as the real-time settlement of the 
funds. The future vision for government payments is 
to utilise the NPP and deliver more payments in real 
time and irrespective of the day and time; whether 
they are for stimulus or emergency programs, or for 
regular payments. 

The next innovation priority for the Bank is to build 
on the NPP’s foundational capability by adopting a 
new payment mandate service, known as PayTo. 
PayTo is a new efficient way for people to pre-
authorise real-time payments from bank accounts, 
providing full visibility to the payer and receiver, 
addressing some of the shortcomings of the current 
direct debiting processes (NPPA 2020). 

Conclusion 
The COVID-19  pandemic had major health and 
economic implications globally and in Australia. This 
led to the largest and most rapid economic 
response from the Australian Government in 
Australia’s history. The Bank was able to assist the 
Australian Government in supporting Australian 
households and businesses by utilising improved 
transactional banking capability to rapidly disburse 
record levels of economic support. The Bank will 
continue to enhance and improve on existing 
payment infrastructures to ensure government 
payments are processed efficiently, securely and 
immediately when needed, supporting Australians 
as fast and reliably as possible when required. The 
delivery of the recent stimulus programs – when 
compared to the GFC’s – highlights the efficiencies 
of electronic payment processes and how much 
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more quickly stimulus can be delivered where the 
government has accurate up-to-date bank account 
information. In the future, the Bank will continue to 
work with its government customers to further 
enhance the delivery of payments moving to more 

payments cleared and settled in real time and on a 
24/7  basis, further enabling the Australian Govern
ment to swiftly and effectively implement support 
programs during extraordinary times.

Footnotes 
The authors are from Banking Department and thank 
Suzanna McDonald, Jared Griffiths, Kate McLoughlin and 
Rochelle Guttmann for their valuable assistance and 
contributions. 

[*] 

For a summary of the Reserve Bank’s response to the 
pandemic, see: Supporting the Economy and Financial 
System in Response to COVID-19  | RBA. 

[1] 

The data sources for this article are a combination of 
transactional data monitored and estimated by the 
Reserve Bank, based on the base amounts transferred, as 
well as official government sources. Because some 
stimulus payments are paid as supplements to regular 
welfare payments, the exact numbers and amounts are 

[2] 

not discernible and the Bank refers to official data 
published by the government. 

This included 4.3 million cheques processed for the ATO’s 
tax bonus as well as the ordinary cheque volume 
processed by the Bank during that time. 

[3] 

A payment via the NPP can include up to 280 characters 
of unstructured remittance information. In comparison, a 
direct credit transfer allows for a maximum of 
18 characters, limiting the ability of the sender to include 
a useful payment description. 

[4] 
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How Far Do Australians Need to Travel to 
Access Cash? 

James Caddy and Zhan Zhang[*] 
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Abstract 

Our analysis finds that Australians generally do not have to travel far to reach their nearest cash 
access point – a location where they may make cash withdrawals and/or deposits. Around 95 per 
cent of people live within about 5 kilometres of a cash access point, broadly unchanged since 
2017. However, there are parts of regional and remote Australia with limited access to cash. 
People in these areas must travel longer distances to access cash, and the available access points 
do not always have nearby alternatives. This means that access to cash in these areas is more 
vulnerable to any future removal of cash services. 

Introduction 
Cash use in Australia has been declining for some 
time. The Reserve Bank of Australia’s (RBA’s) 
Consumer Payments Survey (CPS) showed that cash 
accounted for 27 per cent of payments in 2019, 
down from 69 per cent in 2007 (Graph 1, LHS).[1] 

The number of cash withdrawals in Australia has 
also fallen over this period; for example, the number 
of ATM withdrawals has halved from over 70 million 
withdrawals per month in the early 2010s to around 
35 million in recent months (Graph 1, RHS). Coming 
on top of the long-run decline, the COVID-19 

pandemic has resulted in a further downward shift 
in cash use and withdrawals (Guttmann et al 2021). 

At the same time, cash remains an important 
payment method in Australia. Cash is a default fee-
free payment option for people to use in stores, as 
card transactions are sometimes surcharged. In 
addition, some businesses and consumers rely 
heavily on cash to make or receive payments. For 
example, 15 per cent of respondents in the 
2019 CPS used cash for 80 per cent or more of their 
payments; these high cash users were more likely to 
be older Australians living in regional areas and less 
likely to have access to the internet (Delaney, 
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McClure and Finlay 2020). Around a quarter of 
respondents also indicated that they would suffer 
major inconvenience or genuine hardship if cash 
could no longer be used as a method of payment. 
Another reason why cash remains an important 
payment method is that it is a backup option 
during outages in electronic payment systems. 

For cash to be able to be widely used, Australians 
must be able to easily withdraw and deposit it. The 
Reserve Bank of Australia (RBA 2021a), as part of its 
2020/21  Corporate Plan, has committed to work to 
support the ongoing provision of cash services in 
Australia. This article contributes to this goal by 
examining Australians’ distance to cash access 
points. 

We first define a cash access point, then measure 
the population’s distance to these points. We then 
identify gaps in cash access points and consider the 
robustness of access to any further rationalisation in 
cash services. 

Cash access points 
There are several types of cash services, or cash 
access points, available to Australians: 

• ATMs, which are widely used across the 
community to withdraw cash (some also accept 
deposits) 

• bank branches, which allow customers of that 
bank to withdraw and deposit cash 

• Australia Post’s Bank@Post outlets, which offer 
cash withdrawals and deposits for customers of 
more than 80 authorised deposit-taking 
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institutions (ADIs), including 3 major banks; 
these outlets are considered as ADI access 
points for the remainder of this note. 

Outside of these ‘formal’ cash access points, 
Australians can also obtain cash at the point of sale 
(i.e. eftpos cash-out, which is offered by some 
merchants), or by receiving payments and gifts in 
cash. These are beyond the scope of this article. 

The number of cash access locations has been 
decreasing in Australia alongside the reduction in 
cash use and withdrawals. The total number of 
active ATMs across all deployers has fallen by 
around 20 per cent (or 6,500 machines) since its 
peak in late 2016 (Graph 2, LHS). The decline in 
ATMs owned by banks has been greater than that of 
independent deployers over this period. This 
reflects industry efforts to improve efficiency and 
the recent decisions by some banks to sell parts or 
all of their off-branch ATM fleets to independent 
deployers. The network of full-service bank 
branches also declined by around 20 per cent (or 
1,400 branches) over the decade to mid 2020 (the 
latest available official data; Graph 2, RHS). Banks 
have continued to close branches since this time; 
parliamentary testimonies from the 4 major banks 
indicate more than 220 branches have been closed 
or are due to close (on net) since then (see 
Parliament of Australia Standing Committee on 
Economics (2021)), and there have been significant 
branch closures announced by some smaller banks. 
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Despite the decline in the aggregate quantity of 
cash access points in Australia over recent years, 
around 90 per cent of 2019 CPS respondents still 
indicated that access to cash withdrawal services 
was ‘convenient’ or ‘very convenient’ (with access to 
cash deposit services somewhat less convenient) 
(Caddy, Delaney and Fisher 2020). This may be 
because the removal of cash access points has 
typically been concentrated in metropolitan regions 
where there are multiple nearby alternatives – for 
example, the removal of some ATMs co-located at 
shopping centres. Understanding the location, as 
well as the number, of cash service points is 
therefore important to evaluating Australians’ 
access to cash. A number of other factors are also 
relevant to cash access, but these are largely 
beyond the scope of this article. For example, all 
cash points are not equivalent: bank branches 
typically only service customers of that bank; not all 
banks subscribe to the Bank@Post service and so 
customers of some banks cannot use these facilities; 
and some people may require ‘face-to-face’ branch 
services and are therefore not well served by ATMs. 
Fees for cash withdrawals and deposits (for 
example, ATM withdrawal fees) may also impact 
people’s access to cash. 

To assess the geographic distribution of access to 
cash withdrawal and deposit services, we draw 
upon and update the method used in Delaney, 
Finlay and O’Hara (2019). Specifically, we use the 
following data: 

• the ADIs’ Points of Presence publication by the 
Australian Prudential Regulation Authority 
(APRA), which provides the location of all ATMs 
and branches of ADIs (i.e. banks, credit unions 
and building societies), as well as all Australia 
Post Bank@Post outlets and other face-to-face 
ADI points (which may not offer all the services 
available at full-service branches), as of June 
2020 

• ATM data sourced directly from a number of 
independent ATM deployers. The data include 
the location of ATMs operated by Banktech, 
Next Payments, Linfox Armaguard, and Prosegur. 
These data include roughly 6,800 ATMs, 
equivalent to around 40 per cent of all 
independently deployed ATMs. This means that 

we likely somewhat underestimate access to 
cash as the other machines doubtless expand 
the geographic footprint of access points 

• fee-free ATMs set up in remote Indigenous 
communities. Under this program, participating 
commercial banks pay independent deployers 
to provide fee-free ATMs in remote parts of the 
Northern Territory, Queensland, Western 
Australia, and South Australia (Australian 
Banking Association 2017) 

• the Australian Bureau of Statistics’ (ABS’) 
Australia Population Grid 2019, which presents 
Australia’s 2019 population in one square 
kilometre grids. 

The data include access points that were 
temporarily closed during COVID-19 -related 
lockdowns but does not incorporate changes in 
cash access points occurring since June 2020. 

How far are Australians from cash 
withdrawal and deposit services? 
Our analysis indicates that most Australians live 
relatively close to cash services (Table 1). As of June 
2020, 95 per cent of Australians lived within 
4.3 kilometres of an identified cash withdrawal 
point (which includes ATMs, branches, and 
Bank@Post outlets), and 5.5 kilometres of a cash 
deposit point; here and elsewhere, distances are 
measured as the shortest distance between 
2 points (i.e. as the crow flies). 

The geographic accessibility of these services was 
generally little changed in the 3 years to June 2020, 
despite the reduction in the aggregate number of 
access points (Table 1). For example, in 2017, 
95 per cent of the population lived 8.9 kilometres 
from an ADI withdrawal ATM, whereas in 2020 that 
distance increased to 9.3 kilometres. Access to ADI 
branches changed more noticeably than for other 
services, with the average distance to an ADI branch 
for 95 per cent of the population increasing by 
0.8 kilometres since 2017. 

The distance Australians have to travel to access 
cash differed significantly across service types. In 
particular, Bank@Post outlets, where both cash 
withdrawals and deposits can be made, continued 
to maintain higher geographic coverage: 
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Table 1: Distance to Cash Services 

  June 2020 Change from June 2017(a) 

  Number Distance in kilometres(b) Number Distance in kilometres(b) 

    95 per cent 99 per cent   95 per cent 99 per cent 

ADI deposit(c) 9,363 5.5 16.7 −1,122 0.1 −0.3 

ADI branches(d) 5,816 10.0 30.1 −1,091 0.8 2.1 

Bank@Post outlets 3,547 5.7 17.4 −31 −0.1 −0.7 

ADI withdrawal(e) 18,984 4.9 16.3 −5,316 0.1 −0.2 

ADI ATMs 9,621 9.3 34.2 −4,194 0.4 −0.5 

All identified withdrawal(e) 25,767 4.3 14.8 

All identified ATMs 6,783 6.5 24.6 
(a) The changes in distance account for movements in population. That is, the distances are calculated using population data at different points in time. 

(b) Distance within which 95 per cent and 99 per cent of Australia’s usual resident population lives. 

(c) Deposit locations are ADI branches and Bank@Post outlets. While some ATMs allow cash deposits, these are generally located at bank branches. 

(d) ADI branches includes ‘other face-to-face’ outlets but excludes Citibank branches, which are cash-free. Other branches may also be cash-free. 

(e) Withdrawal locations are ATMs, branches and Bank@Post outlets. 

Sources: ABS; APRA; Australian Banking Association; Banktech; ggmap; Google; Next Payments; Linfox Armaguard; Prosegur; RBA 

95 per cent of Australians live within 5.7 kilometres 
of a Bank@Post outlet, compared with 9.3 and 
10 kilometres, respectively, for ATMs and branches 
operated by ADIs (Table 1 and Graph 3). This is 
despite there being significantly more ADI ATMs 
and branches than Bank@Post outlets (see 
Table 1 and Graph 2). The importance of Bank@Post 
services to cash access across Australia is indicated 
by Bank@Post outlets being the closest ADI cash 
withdrawal point (including branches, ADI ATMs 
and Bank@Post outlets) for around 37 per cent of 
Australians in 2020, up from 29 per cent in 2017. 
The high geographic coverage of Bank@Post outlets 
likely relates to Australia Post’s performance 
standards, which require (among other items) that 
85 per cent of non-metropolitan residents are 
located within 7.5 kilometres of an Australia Post 
retail outlet (Australia Post 2020). 

Current gaps in cash access points 
While most Australians lived reasonably close to 
cash access points, around 1 per cent – or around 
250,000 people – lived more than 15 kilometres 
from their closest cash withdrawal location. As 
expected, these people generally lived outside 
major cities (Figure 1, Graph 4).[2] For example, 
around 25 per cent of Australians in very remote 
regions had to travel more than 15 kilometres to the 

nearest cash access location, with a little over 
5 per cent of people in these regions needing to 
travel more than 100 kilometres. 

Areas with lower incomes or higher proportion of 
Indigenous people were more likely to be further 
away from cash access. The impact of less 
convenient access to cash in these areas may be 
heightened given there may also be higher cash 
use in these areas (Delaney, McClure and Finlay 
2020) – for instance, people in a remote area that 
lacks reliable internet access are more likely to be 
dependent on cash for making payments. At the 
same time, it should be acknowledged that travel 
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distances are generally larger for all services in 
remote areas. 

Most towns (i.e. centres with a population of more 
than 1,000) continued to have at least one cash 
access point, although the average number of 
access points in towns has declined in recent years 
(Graph 5).[3] The reduction in access points was 
generally greater in more populated towns, and was 
concentrated among ADI ATMs and bank branches. 
This suggests that rationalisation of access points in 
these towns has largely not had significant 
aggregate impact on cash access, because most 
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removals have been in centres with multiple 
alternative cash access points (although closures 
may still be detrimental to local communities). 

Nevertheless, the reduction in bank branches over 
the past few years in particular means that 
Bank@Post outlets have become more important at 
‘filling in the gaps’ and providing access to cash 
deposit functionality in particular. The number of 
full-service bank branches fell by around 10 per cent 
between 2017 and 2020. While the closures were 
highest by number in metropolitan regions, a 
similar proportion of existing branches were closed 
across all areas (regional and remote areas lost 
around 270 full-service branches over this time). 
Correspondingly, the data suggest the number of 
towns that are ‘branchless’ has increased. 
Bank@Post outlets are therefore now the closest 
cash deposit point for 61 per cent of the population 
in very remote areas (compared with 57 per cent in 
2017), and for around 55 per cent of Australians in 
regional areas (Graph 6). In 2020 there were 
542 Bank@Post outlets that were 15 kilometres or 
further away from their nearest bank branch 
alternative; this is up from 488 outlets in 2017. These 
outlets were relatively more common in regional 
and remote Australia, reinforcing the importance of 
Bank@Post outlets for cash deposit access in these 
areas. 
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Robustness of cash access 
Cash access points in remote areas tended to be 
more isolated from alternative points, meaning if 
someone’s nearest cash access point was not 
operating (due to either a temporary unavailability 
or its removal), they could face an even larger 
distance to their next closest cash access point. For 
example, based on our list of identified cash 
withdrawal points, we estimate around 100, or 
around 0.5 per cent of, access points did not have 
an alternative within 50 kilometres. Removal of 
access points like these could be significantly 
detrimental to cash access in these areas. 
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In contrast to the vulnerabilities in remote areas, 
populations in regional and metropolitan areas 
typically had more accessible alternative cash 
access points if their nearest one was unavailable. 
For example, for people living within 30 kilometres 
of a cash access point, the average additional 
distance to the next closest access point was under 
10 kilometres for both deposit and withdrawal 
points (Graph 7, bottom lines). Moreover, around 
90 per cent of cash withdrawal points were within 
1 kilometre of an alternative, indicating that many 
access points may be able to be removed without 
substantially increasing distance to cash access. 
Nevertheless, as the distance to the nearest cash 
access point grew, so did the additional distance to 
the next closest point; this reinforces that those 
who had to travel further to a cash access point 
(frequently, those in regional and remote areas) may 
be more vulnerable to further rationalisation of 
branches and ATMs. 

This vulnerability may be partially offset by the 
composition of cash access points in remote areas. 
For example, remoter access points were often 
Bank@Post outlets or ATMs from the fee-free ATMs 
in remote Indigenous communities program. These 
access points may be less likely to be subject to 
commercial pressures, and so less likely to shut 
down; in 2017, for example, the fee-free ATMs 
program was extended for 5 years. In addition, cash-
in-transit (CIT) companies Armaguard and Prosegur, 
which have each made large purchases of bank 
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ATMs to set up their own fleets, have made public 
statements about expanding their ATM fleets and 
improving access to cash service points in regional 
areas (see Lekakis (2020a) and Lekakis (2020b)). 

Conclusion 
Access to cash services in Australia remains 
generally good – as of June 2020, 95 per cent of the 
population lived within 4.3 kilometres of a cash 
withdrawal point and 5.5 kilometres of a cash 
deposit point. These average distances were little 
changed compared with 2017, despite sizeable falls 
in the total number of cash access points in 
Australia over this period. However, some towns 
have more precarious access to cash, with few 
alternative access points nearby. 

Ongoing declines in cash use and cash withdrawals 
are putting pressure on the economics of the cash 
system, which may prompt further rationalisation of 
ATM and bank branch networks in the future. Given 
the importance of cash in the payments system, the 
Bank will be continuing to study cash access and 
use in Australia. This will include work to understand 
the ongoing demand for cash by households for 
payments and other purposes – through regular 
CPSs and work to monitor the acceptance of cash 
by businesses. The Bank will also be considering 
potential measures that can help improve the 
efficiency of wholesale cash distribution, and will be 
undertaking a consultation on banknote 
distribution arrangements in the second half of this 
year (RBA 2021b).

Footnotes 
James Caddy is from Payments Policy Department and 
Zhan Zhang is from Note Issue Department. We would 
like to thank Banktech, Linfox Armaguard, Next Payments, 
and Prosegur for providing their ATM location data. 

[*] 

The 2019 CPS was conducted over October to November 
2019, prior to the COVID-19  pandemic; see Caddy, 
Delaney and Fisher (2020) for findings. 

[1] 

The latest available Remoteness Areas data and Australian 
census results are from 2016, and therefore do not align 
perfectly with the 2019 Australian Population Grid. 
Accordingly, populations that cannot be matched to 
these datasets were excluded in the regional and 
demographic breakdowns of the results. The ABS 

[2] 

measures relative remoteness using the Accessibility and 
Remoteness Index of Australia, which is broadly calculated 
by measuring road distance to the nearest towns of 
various sizes; road distances from remote areas are 
significantly larger than average. See Hugo Centre (2020) 
for details. 

For this article, we use the ABS’ definition of urban 
Australia (which includes urban centres with a population 
greater than 1,000 people) as the definition as a town. In 
addition, urban centres and localities which are close 
together (less than 5 kilometres from centre to centre) are 
grouped together into a single town. 

[3] 
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Abstract 

This article provides an initial assessment of the effect of the Reserve Bank’s bond purchase 
program on government bond yields. Overall, we estimate that the program has reduced longer-
term Australian Government Security (AGS) yields by around 30 basis points and lowered the 
spread of state and territory bond yields to AGS yields by 5 to 10 basis points, relative to where 
they would otherwise have been. This reduction in yields occurred partly in anticipation of the 
program and partly at its announcement. Bond yields have risen noticeably since the program 
was announced, but this does not imply that the impact of the program was transitory: many 
factors contribute to changes in bond yields, and our assessment is that bond purchases serve to 
hold yields lower than they would otherwise have been over an extended period. The bond 
purchase program has not had any substantial negative impact on the functioning of 
government bond markets. 

Introduction 
At the November 2020 Board meeting, the Reserve 
Bank announced that it would undertake a 
$100 billion bond purchase program, purchasing 
$80 billion of Australian Government Securities 
(AGS) and $20 billion of bonds issued by the state 
and territory borrowing authorities (semi-
government bonds, or semis) over the following 
6 months. In February this year, the Board extended 

the program by announcing the purchase of an 
additional $100 billion of AGS and semis after the 
completion of the initial purchases in mid April; 
market participants widely expected additional 
purchases but were uncertain about the amount.[1] 

The intention of the bond purchase program was to 
lower government bond yields. Government bonds 
are the benchmark fixed-income securities in 
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Australia, and their risk-free yields underpin the 
pricing of other bonds and term lending rates, and 
influence the exchange rate. As such, lower govern
ment bond yields put downward pressure on 
funding costs throughout the economy and help to 
lower the exchange rate, contributing to easier 
financial conditions and thereby supporting 
economic activity and inflation. This article assesses 
how far purchases reduced government bond 
yields. While bond yields have risen substantially 
since November 2020, this does not imply that the 
effect of the program was transitory: many other 
factors also influence bond yields, and the evidence 
suggests that bond purchases serve to hold yields 
lower than they would have otherwise been over 
an extended period; this is also the evidence from 
studies of quantitative easing (QE) programs in 
other countries.[2] 

Given that participants in the Australian govern
ment bond market are forward-looking, most of the 
impact of a bond purchase program should occur 
as market prices adjust in anticipation of the 
program and/or when it is announced.[3] Reflecting 
this, our key results come from an event study 
covering the period leading up to the 
announcement of the bond purchase program. In 
particular, from September 2020 financial markets 
were increasingly pricing-in the possibility that the 
Reserve Bank would conduct a bond purchase 
program, with these expectations confirmed at the 
Board announcement on 3 November. To quantify 
the impact of this, we identify key events that led 
financial markets to reassess the likelihood that the 
Bank would conduct a bond purchase program, 
and measure the change in government bond 
yields around these dates. These events include 
public announcements by the Bank, newspaper 
articles and market economist reports. 

An alternative approach is to construct a 
counterfactual scenario of what bond yields might 
have been in the absence of a bond purchase 
program. Here we consider 2 approaches. The first 
assumes that AGS yields would have moved in line 
with those of US Treasury bonds. The second 
approach constructs a counterfactual based on the 
historical relationship between AGS yields and a 
range of financial market factors, both domestic and 

international. These 2 approaches suggest that the 
bond purchase program reduced yields by 
somewhere between 20 and 30 basis points, 
broadly in line with the results from our event study. 

We also assess the effect of the weekly flow of 
purchases on bond yields over and above the 
announcement effect (and find that it is small and 
transient), and discuss the results of a model that 
seeks to decompose observed bond yields into 
expectations of future short-term interest rates plus 
term premia (and find that the former have risen 
while the latter are low relative to recent history). 
Finally, we briefly assess whether the bond purchase 
program has adversely affected government bond 
market functioning. 

International evidence on bond purchases 
Bond purchases can lower bond yields via a number 
of channels. These include: 

• portfolio rebalancing – buying bonds bids up 
their price and removes interest rate risk from 
the market, reducing term premia and inducing 
investors to buy other assets, including to 
replace the bonds that they sold; 

• reducing liquidity premia – steady central bank 
buying reduces the risk of investors being 
unable to sell bonds at a reasonable price; and 

• signalling – bond purchases underline the 
commitment of the central bank to hold policy 
rates lower for longer (including because policy 
rates are unlikely to be raised while bond 
purchases are ongoing) and so reinforce expec
tations for a low policy rate. 

The empirical literature on bond purchases, based 
on experience in other countries, suggests that an 
initial purchase program announcement equivalent 
to 1 per cent of GDP reduces yields by around 
5–7 basis points on average, although the range of 
estimates is wide.[4] Initial bond purchase programs 
also tend to have larger apparent impacts than 
subsequent programs. This is because additional 
rounds of bond purchases are often expected by 
markets and so are already priced-in, and it is 
difficult to disentangle these pre-existing expec
tations from the new information in an 
announcement of a program extension. Also, many 
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Table 1: Key Event Study Days 

Date Event 

14 September Newspaper article (‘RBA and markets out of tune’) 

22 September Speech by Deputy Governor Debelle 

23 September Market economist report calling for further policy easing 

28 September Market economist report calling for further policy easing 

6 October October Board announcement 

7 October Newspaper article (‘odds shortened on more easing’) 

15 October Speech by Governor Lowe 

26 October Newspaper article (‘RBA to buy bonds’) 

3 November November Board announcement 

early bond purchase programs were initiated during 
a period of market stress, when the liquidity premia 
channel of bond purchases is relatively important, 
whereas subsequent programs were often 
implemented in more settled markets when 
liquidity premia were low (of note, government 
bond markets were stable and functioning well in 
November 2020 when the Reserve Bank 
commenced its bond purchase program). 

Applying the international experience to Australia, 
the bond purchase program announced on 
3 November 2020 could have been expected to 
reduce longer-term yields by around 30 basis 
points. Further, most of the effect would be 
expected to come via lower term premia: liquidity 
premia were already low and, while bond purchases 
would have had some signalling effect, forward 
guidance and the 3-year yield target were already 
providing a powerful signal regarding the direction 
of future policy. 

Estimates of the announcement (or 
stock) effect 

Event study 

As noted above, the literature tends to find that 
most of the impact of bond purchase programs on 
yields occurs when expectations are formed, rather 
than when purchases are made. This implies that an 
event study – where key dates relating to the 
outcome of interest are identified and the yield 
change that occurs on those dates is assessed – is a 

reasonable way to measure the impact. For this 
event study we identified 9 events in the 2 months 
preceding the initial announcement of the Bank’s 
bond purchase program. We then summed the 
cumulative change over those dates in: AGS yields; 
the spread of AGS yields to overnight indexed swap 
(OIS) rates; and the spread of semis yields to AGS 
yields. 

To identify events, we examined end-of-day market 
summary reports written by bond traders and 
market economists over September and October 
2020, and selected those days where a piece of 
news was widely cited as relevant to the potential 
for a Reserve Bank bond purchase program. In total 
we identified 9 such events, which included 
speeches by Reserve Bank Governor Lowe and 
Deputy Governor Debelle, the October and 
November 2020 Reserve Bank Board 
announcements, 3 newspaper articles, and 
2 market economist reports (Table 1). We used a 
one-day time interval to measure the change in 
yield following an event – either ‘open-to-close’ for 
events that occurred during trading hours, or 
‘previous close-to-close’ for events that occurred 
before the market opened – but as a robustness 
check we also considered a two-day event window 
(results were similar). 

AGS yields declined across the curve in response to 
the identified events, with the cumulative change in 
yield largest at the 10-year point at around 30 basis 
points (Graph 1). To the extent that we have 
correctly identified the key dates when market 
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participants reassessed the likelihood of the Reserve 
Bank conducting a bond purchase program, and no 
other major news occurred on those dates to move 
yields for other reasons, this suggests that the bond 
purchase program led to a fall in the 10-year AGS 
yield of around 30 basis points. 

The fall in yields measured above will incorporate all 
of the channels discussed earlier – the signalling 
channel, the portfolio rebalancing channel, the 
liquidity premia channel. However, any signalling 
effect of bond purchases will also be evident in OIS 
rates, which provide a measure of market expec
tations for the evolution of the cash rate.[5] As such, 
examining how the spread of AGS yields relative to 
OIS rates changes – that is, using OIS rates as a 
control variable – allows us to isolate the combined 
effect of the portfolio rebalancing and liquidity 
channels of bond purchases. Measuring AGS yields 
relative to OIS rates also helps to control for any 
other macroeconomic or financial market news that 
might have occurred on the event days that was 
unrelated to bond purchases but affected cash rate 
expectations. The results of this analysis are 
presented in Graph 2, and suggest that for shorter-
dated maturities out to around 5 years, most of the 
observed fall in yields was due to lower cash rate 
expectations, rather than other factors.[6] For bonds 
with residual maturity of around 10 years, however, 
the fall in the spread of AGS yields to OIS rates is 
very similar to the fall in actual AGS yields, at around 
30 basis points. This suggests that the fall in 10-year 
AGS yields was for the most part driven by falls in 
term and liquidity premia, and most likely the 
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former (because outside of periods of market 
dysfunction, liquidity premia are typically low in the 
AGS market).[7] 

Finally, the bond purchase program led to a larger 
fall in semis yields than in AGS yields, with the 
spread of semis yields to AGS yields at the relevant 
maturities narrowing by around 5 basis points when 
measured over a one-day event window (Graph 3), 
and by around 10 basis points when measured over 
a two-day window.[8] AGS yields act as the 
benchmark yield curve in Australia, with other fixed-
income securities typically priced at a spread to 
either AGS yields or to swap rates. If the Reserve 
Bank had elected to purchase only AGS as part of its 
bond purchase program, it is likely that semis yields 
would have fallen by roughly the same extent as 
AGS yields, leaving the spread between semis and 
AGS little changed. The inclusion of semis in the 
program put additional downward pressure on 
semis yields, resulting in a narrowing in spreads. 

A counterfactual approach 

An alternative approach to measuring the effect of 
the Reserve Bank’s bond purchase program is to 
construct a counterfactual scenario for how AGS 
yields might have moved in its absence, and take 
the difference between the observed yield change 
and this counterfactual as measuring the impact of 
the program. 

US Treasury yields 

A simple counterfactual is to assume that, in the 
absence of bond purchases by the Reserve Bank, 
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longer-term AGS yields would have moved in line 
with the government bond yields of the United 
States.[9] Focusing on the spread between 10-year 
AGS yields and those of US Treasury bonds, after 
rising at the onset of the COVID-19  crisis as the 
relative outlook for US growth, inflation and interest 
rates deteriorated rapidly, the spread remained 
stable at around 25–30 basis points through to 
mid 2020 (Graph 4). However, as market participants 
began to price-in the likelihood of bond purchases 
in Australia over September and October 2020, this 
spread narrowed, reaching around zero when the 
Bank’s bond purchase program was announced in 
early November. To the extent that the evolution of 
longer-term US Treasury yields provides a good 
counterfactual for what would have happened to 
longer-term AGS yields in the absence of a bond 
purchase program, this approach also suggests that 
the bond purchase program led to a fall in longer-
term AGS yields of around 30 basis points. With the 
exception of a short-lived move higher in early 
2021 associated with a global increase in bond 
yields, the spread has remained near zero, 
suggesting that this (counterfactual) fall in yield has 
been persistent. The accumulation of further market 
moving events and differing outcomes for the 
Australian and US economies will, over time, lessen 
the validity of this comparison, and we would not 
expect the spread to remain around zero 
indefinitely. 
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A model of AGS yields 

A slightly more sophisticated approach is to 
construct a model of AGS yields that controls for a 
range of domestic and international factors, but for 
the most part does not capture the effect of the 
Reserve Bank’s bond purchase program, and then 
use the implied path of AGS yields resulting from 
this model as a counterfactual against which to 
measure the effect of bond purchases.[10] 

The model we employ tries to explain changes in 
the 10-year AGS yield using changes in the 
Australian 10-year OIS rate, changes in the 10-year 
US Treasury yield, changes in US Federal Reserve 
bond holdings as a share of US GDP, and changes in 
the spread between the Australian 3-month Bank 
Bill Swap (BBSW) and 3-month OIS rates. As noted 
earlier, the 10-year OIS rate will capture market 
expectations for the cash rate path, and therefore 
any signalling effect of bond purchases. This implies 
that our measure will only capture the portfolio 
rebalancing and liquidity channels of bond 
purchases and not the signalling channel and, as 
such, should be taken as a lower bound rather than 
a central estimate. Regarding the other explanatory 
variables: the US Treasury yield captures 
international factors affecting long-term interest 
rates; US Federal Reserve bond holdings capture 
bond purchases in the United States; and the 
3-month BBSW–OIS spread is a measure of 
domestic risk aversion. Overall, the counterfactual 
10-year AGS yield implied by the model, in the 
absence of bond purchases, is around 20 basis 
points higher than the observed 10-year AGS yield, 
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with the difference persistent over late 2020 and 
early 2021 (Graph 5). See Appendix for model 
results.[11] 

The implementation (or flow) effect 
In addition to the announcement (or stock) effect 
described above, the Reserve Bank’s bond 
purchases may also have lowered yields as and 
when the purchases occurred. That is, there may 
have been effects on yields associated with the flow 
of purchases, in addition to the effect of the 
expected total stock of purchases. To assess this we 
use the fact that certain bonds at certain times were 
excluded from bond purchase operations, and 
measure the differential effect on AGS yields and 
semis spreads of these exclusions. In particular, for 
AGS purchase operations, the Reserve Bank 
alternated between purchasing shorter-dated 
(roughly 5 to 7 years residual maturity) and longer-
dated (roughly 7 to 10 years residual maturity) 
bonds, and also excluded any bonds that had 
recently been tapped or issued. For semis, the 
Reserve Bank initially also alternated between 
shorter-dated and longer-dated bonds (although it 
combined these groupings in March 2021), and 
again excluded bonds that had recently been 
tapped or issued. 

Considering first the shorter-dated and longer-
dated groupings of bonds separately, we 
investigate the yield impact of a bond being 
excluded from an auction due to it being recently 
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tapped or issued. To do this we regress the change 
in yield (for AGS) or spread to the AGS yield (for 
semis) over the auction day on a dummy variable 
indicating ‘included’ or ‘excluded’ status, and also 
control for the effect of each bond line and day. This 
is equivalent to performing an analysis of variance 
to test whether, on auction days, bonds that were 
eligible to be purchased saw statistically different 
yield changes to bonds that were not eligible to be 
purchased.[12] All else being equal, a bond being 
recently tapped or issued might be expected to 
lead its yield to increase, thus biasing our estimation 
in favour of finding a flow effect. We find, however, 
that ‘included’ status has no impact on a bond’s 
change in yield or spread, suggesting no discernible 
flow effect. 

If we consider instead the shorter-dated and longer-
dated groupings of bonds together (so that for each 
bond purchase operation the ‘excluded’ group of 
bonds now comprises recently tapped or issued 
bonds within the relevant maturity grouping, and 
also all bonds from the other maturity grouping), 
we find that purchases lowered AGS yields by 
0.5 basis points on the day, and lowered semis 
spreads by 0.2 basis points on the day (see 
Appendix for model results). These results, 
combined with those discussed above, suggest that 
purchases in one segment of the yield curve affect 
yields and spreads in that part of the yield curve 
relative to other parts of the yield curve (even if they 
do not affect relative yields and spreads within that 
segment of the yield curve). However, this flow 
effect is modest and short lived, disappearing after 
just a few days.[13] 

To summarise, we find that bond purchases can 
have a small flow effect, but that it is transitory; 
these findings are broadly in line with the 
international evidence on bond purchases. 

Expected future short-term rates and 
term premia 
So far we have focused on estimating the effect of 
the Reserve Bank’s bond purchases on the overall 
level of government bond yields. Bond yields can 
also be thought of having 2 distinct components: 
the average short-term interest rate that is expected 
to prevail over the life of the bond; and the term 
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premium that investors demand for holding a long-
term bond rather than investing in a series of 
shorter-term investments. Changes in expectations 
for future short-term interest rates give information 
on bond investors’ expectations of policy rates over 
coming years, while changes in term premia give 
information on the level of interest rate and inflation 
risk that investors perceive, and their attitudes to 
these risks. 

One cannot observe expected future short-term 
rates or term premia directly by looking at bond 
yields, since bond yields reflect the combination of 
both. One can, however, estimate these quantities 
using a model. A model that is often used for this 
purpose is a so-called affine term structure model, 
which assumes that expectations and term premia 
(and therefore yields) are driven by a few 
unobserved factors. By estimating those factors, and 
the model parameters, one can recover estimates of 
expectations and term premia. It is important to 
note, however, that a number of assumptions must 
be made to estimate an affine term structure 
model, some of which may not hold, and so model 
outputs should be taken as indicative.[14] 

We use the model of Hambur and Finlay (2018) to 
estimate expected future short-term interest rates 
and term premia. Graph 6 shows that the 10-year 
nominal bond yield fell over the first few months of 
2020 and reached a low in March of that year, as 
fears around the health and economic impact of 
COVID-19  grew. The 10-year yield stayed in a 
relatively narrow range over the remainder of 2020, 
before increasing in early 2021 alongside increasing 
optimism regarding the economic outlook. 
Underlying these movements, however, are 
divergent trends in estimates of expectations for 
future short-term rates and term premia. In 
particular, the onset of the crisis saw expectations of 
average future short-term rates over the following 
10 years fall substantially, but they have since 
rebounded to be around the levels of 2017 and 
2018. The term premium, by contrast, rose as the 
crisis intensified, but then fell over the remainder of 
2020. These outcomes align with what one might 
have expected: as the crisis intensified investors 
began to expect that the Reserve Bank would hold 
policy rates low for many years into the future. At 

the same time, the amount of risk in the economy 
was clearly increasing, and investors’ desire to bear 
that risk was falling, leading to higher term premia. 
But as governments and central banks responded 
to the crisis, and as effective vaccines were 
developed, investors became more optimistic about 
future prospects and so raised their expectations for 
average future short-term interest rates over the 
following 10 years. At the same time, the perceived 
riskiness of holding bonds fell, and investors’ 
appetite to bear risk increased, pushing down on 
term premia.[15] 

Purchases of government bonds by the Reserve 
Bank contributed to these developments in a few 
ways: these purchases reduced the risk that bond 
yields would rise in a dramatic and disorderly 
fashion, thereby reducing term premia; they pushed 
down on term premia directly via the portfolio 
rebalance channel; and by supporting the economy 
they helped to raise investors’ expectations for 
future short-term interest rates. 

One can decompose the 3 nominal time series 
presented in Graph 6 further, with each composed 
of a real component and an inflation-compensation 
component. That is, expectations for average future 
nominal short-term rates over the following 
10 years can be thought of as comprising expec
tations for average future real (i.e. inflation-adjusted) 
short-term rates plus expectations for average 
future inflation, and similarly for term premia. These 
decompositions are shown in Graphs 7 and 8, and 
suggest that the fall and then increase in nominal 
short-term interest rate expectations was largely 
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driven by moves in real rate expectations, which 
were likely to have been related to lower real 
growth expectations initially, which then recovered. 
Meanwhile, changes in inflation expectations were 
similar in direction but more muted. It was also a 
sharp move higher in real term premia in early 
2020 that drove nominal term premia higher, while 
the inflation risk premium initially fell. These moves 
were then reversed over the rest of 2020 and into 
2021. Higher real term premia reflect uncertainty 
around future real interest rates, in turn driven by 
uncertainty around economic growth, while lower 
inflation risk premia reflect less concern around the 
risk of high future inflation. 

Potential effects on market functioning 
As mentioned above, the international experience 
suggests that bond purchases can support good 
bond market function and lower liquidity premia, 
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particularly in times of market stress. However, a 
central bank buying a large share of outstanding 
government bonds could, in principle, impinge on 
the operation of the government bond market. For 
example, if the Reserve Bank were to buy a very 
large share of a particular bond line so as to create 
considerable scarcity of that bond in the market, 
bond dealers may find it hard to source sufficient 
quantities of the bond to sell to their clients and so 
be reluctant to post prices or conduct trades. This 
could reduce liquidity in the market and contribute 
to an increase in market volatility, as well as lead to 
a widening in bid–offer spreads and the emergence 
of pricing anomalies (for example, bonds of a similar 
maturity having markedly different yields). At the 
extreme, this could diminish the attractiveness of 
the government bond market for investors and 
could contribute to a persistent rise in the liquidity 
premia for government bonds in Australia, which 
would be counterproductive given that the aim of 
the Bank’s purchases is to contribute to lower yields. 
It could also lessen the extent to which government 
bond yields anchor other interest rates in the 
economy. 

It is difficult to assess with any precision the point at 
which bond purchases might turn from supporting 
market function to adversely affecting it, but the 
evidence suggests that this point is some way off in 
Australia. Central banks in other advanced 
economies have purchased much larger shares of 
outstanding government bonds than the share 
implied by the Bank’s bond purchase program. And 
these purchases have generally not contributed to a 
decline in market functioning. Additionally, the 
empirical literature is inconclusive about the 
direction of the effects of bond purchases on market 
function even when the central bank already holds 
a substantial share of the market, although there is 
clearer evidence of negative impacts emerging at 
very high shares of central bank holdings (see, for 
example, Han and Seneviratne 2018). 

To date, there is no evidence of any adverse impacts 
of the Reserve Bank’s bond purchase program, 
although there is some evidence that the Bank’s 
3-year yield target, and the sizeable holdings of the 
3-year AGS, have resulted in some pricing anomalies 
in the short end of the yield curve. In particular, 
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bid–offer spreads are near historical lows for longer-
term AGS and for semis, but are a little higher than 
usual for shorter-maturity AGS (although still well 
below the spreads observed during the period of 
market distress in March and April 2020; Graph 9). 
Yield curve fitting errors – which can be used as a 
measure of pricing discrepancies between 
otherwise similar bonds – are currently within their 
historical range for bonds that are eligible for the 
bond purchase program (Graph 10).[16] 
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To support good bond market function, the Bank 
has been willing to lend AGS and semis to market 
participants from its own portfolio, and the Bank 
also operates a lending facility on behalf of the 
Australian Office of Financial Management (AOFM). 
The Bank will also consider proposals to sell govern
ment bonds that it owns outright against an 
offsetting (duration-neutral) purchase of govern
ment bonds (so-called switches).[17]
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Appendix 

Table A1: Linear Regressions of Changes in the 10-year AGS Yield 
Percentage points; monthly, from start 2018 to end August 2020; all variables in first-difference terms(a) 

  Model 1 Model 2 Model 3 
Preferred 

model 

 

Includes RBA bond 
holdings to Australian 

GDP(b) 

Includes 3-month 
USD LIBOR–OIS 

spread 

Includes 10-year US 
Treasury yield–OIS 

spread 

Insignificant 
variables 
dropped 

10-year AUD OIS 
rate 

0.79*** 0.78*** 0.81*** 0.76*** 

(0.09) (0.09) (0.09) (0.08) 

10-year US Treasury 
yield 

0.23*** 0.24*** 0.22*** 0.24*** 

(0.07) (0.07) (0.07) (0.06) 

10-year US Treasury 
yield–OIS spread 

0.32 0.30 0.32  

(0.33) (0.32) (0.32)  

RBA bond holdings 
to GDP 

0.02      

(0.06)      

US Fed bond 
holdings to GDP 

0.04** 0.04*** 0.04*** 0.04*** 

(0.02) (0.01) (0.01) (0.01) 

3-month BBSW–OIS 
spread 

0.20* 0.19* 0.21** 0.18* 

(0.10) (0.10) (0.10) (0.09) 

3-month USD 
LIBOR–OIS spread 

0.02 0.03    

(0.04) (0.03)    

Intercept 0.00 0.00 0.00 −0.01 

(0.01) (0.01) (0.01) (0.01) 

Adjusted R2 0.94 0.94 0.94 0.94 

Durbin-Watson 
statistic 

2.37 2.36 2.50 2.57 

(a) Parentheses show standard errors; *, ** and *** denote statistical significance at the 10, 5 and 1 per cent levels, respectively; estimated zero-coupon 
yields were used for AGS and US Treasury yields throughout the models 

(b) Within the sample for the model, changes in RBA bond holdings were driven by purchases for liquidity management and maturities and, starting 
from March 2020, by purchases to support market functioning and the 3-year AGS yield target 

Sources: ASX; Bloomberg; RBA; Tullett Prebon; US Federal Reserve 

Table A2: Linear Regressions of Yield and Spread Changes on Bond Purchase Days 
Yield and spread change in basis points; includes all bonds purchased under the bond purchase program(a) 

  AGS yield Semis spread 

Purchase eligibility dummy −0.51*** −0.19** 

(0.12) (0.07) 

Fixed effects Bond and time Bond and time 

Adjusted R2 0.91 0.34 
(a) Parentheses show standard errors; *, ** and *** denote statistical significance at the 10, 5 and 1 per cent levels, respectively 

Sources: RBA; Reuters 
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Footnotes 
The authors are from Domestic Markets Department. [*] 

A poll by Reuters ahead of the February 2021 Board 
meeting found that market economists expected the 
Reserve Bank to announce a further program of purchases 
of around $80 billion on average, with the modal 
expectation being for a $100 billion extension. 

[1] 

See for example Ihrig et al (2018) and Eser et al (2019). [2] 

See for example Arrata and Nguyen (2017), De Santis and 
Holm-Hadulla (2017), and D’Amico and King (2013). 

[3] 

See, for example, Bailey et al (2020), Bank of England 
(2021), CGFS (2019), and Gagnon (2016) for review papers. 

[4] 

Note that in Australia long-dated OIS rates are priced 
based on the prevailing rates on 2 other types of financial 
instruments: fixed-to-floating interest rate swaps and basis 
swaps, both of which are liquid out to 10 or more years 
into the future. In a fixed-to-floating interest rate swap, 
one party receives a fixed interest rate (the ‘swap rate’) in 
exchange for paying a floating 3- or 6-month Bank Bill 
Swap (BBSW) rate. In a BBSW–OIS basis swap, one party 
pays the floating 3- or 6-month BBSW rate, and receives a 
floating rate that is linked to the realised cash rate. By 
entering both of these swaps, one can engineer an 
exposure where one receives a fixed rate and pays a 
floating rate linked to the realised cash rate, which is what 
an OIS contract delivers. 

[5] 

This is unsurprising as the Reserve Bank Board also 
lowered the cash rate target and the target for the yield 
on the 3-year Australian Government bond from 25 basis 
points to 10 basis points at the November 2020 Board 
meeting. 

[6] 

In fact, the expected impact of bond purchases on longer-
term policy rate expectations is ambiguous. On the one 
hand, bond purchases serve to underline the central 
bank’s commitment to keep policy rates low for a long 
period. But, conversely, bond purchases should boost 
economic activity and inflation and so bring forward the 
day when the policy rate needs to be increased. 

[7] 

Semis are less liquid than AGS, and so measuring yield 
changes over a slightly longer window may be 
appropriate. 

[8] 

This approach makes a few assumptions. In particular, it 
assumes that AGS yields tend to move with US Treasury 
yields in response to global news events (but not 
necessarily news pertaining to a change in the relative 
economic prospects or stance of monetary policy in each 
country). Another assumption is that the main news on 
relative monetary policy stances over the period in 
question related to domestic bond purchase 
expectations. 

[9] 

See Kawamoto et al (2021) for a similar exercise focused 
on Japan. Ideally, we would prefer to construct a model of 
AGS yields that accurately captured the channels of a 
bond purchase program discussed earlier, and then use 
this model to directly measure the impact of bond 
purchases on yields. The relatively short time horizon over 
which the Reserve Bank has been conducting bond 
purchases, however, means that any such model would 
be poorly estimated. Further, and as discussed earlier, 
market participants’ expectations of bond purchases are 
an important determinant of yields, and we do not have 
an accurate measure of these expectations through time. 
Together, these difficulties make estimating a model of 
yields that directly captures the effect of bond purchases 
unviable in the current context. 

[10] 

Modelling the spread between 10-year AGS and 
US Treasury yields, and/or including additional 
explanatory variables (such as RBA bond holdings, the 
10-year US OIS rate, and the 3-month USD LIBOR–OIS 
spread), all produced similar results. The additional 
explanatory variables that we tested were not statistically 
significant, and so we did not include them in our 
preferred model. 

[11] 

See Fisher (1925). [12] 

Other approaches to estimating flow effects, including 
regressing daily yield changes on the share of remaining 
free float of a bond line purchased by the Reserve Bank, 
and regressing the total change in yield between 
November 2020 and April 2021 for each bond on the total 
share of free float purchased by the Reserve Bank over 
that period, also suggested no significant flow effects. 

[13] 

The model separates expectations from term premia 
using the time-series properties of the estimated factors 
(which evolve according to the distribution under which 
expectations are formed), and also survey data on 
economists’ cash rate and inflation expectations (which 
do not contain term premia). 

[14] 

Term premia are also estimated to be quite low in the 
years preceding the pandemic, and earlier bond purchase 
programs by other central banks are likely to have 
contributed to this. 

[15] 

Yield curve fitting errors are measured as the difference 
between a smooth yield curve fitted to the underlying 
yield data, and the actual yields, which may not lie on a 
smooth curve; see Finlay, Seibold and Xiang (2020) for 
further discussion of this measure of market function. 

[16] 

Switches are currently considered for semis only; details of 
these operations can be found in Statistical Table A3.2, 
available at https://www.rba.gov.au/statistics/tables/xls/
a03-2hist.xlsx. 

[17] 
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Abstract 

In response to the COVID-19 pandemic, the Reserve Bank deployed a number of monetary policy 
tools, including some new measures, to support the economy and address disruptions to the 
smooth functioning of financial markets. This new mix of policy tools has changed how the 
Reserve Bank implements monetary policy, and has significantly increased the size of the Bank’s 
balance sheet and the amount of liquidity in the banking system. 

Monetary policy before the pandemic 
Before March 2020, the Reserve Bank implemented 
monetary policy by setting a target for the cash rate 
and closely managing the supply of system-wide 
Exchange Settlement (ES) balances to achieve that 
target.[1] ES balances are at-call deposits held at the 
Reserve Bank that banks use to settle their payment 
obligations with each other. The cash rate is the 
interest rate at which banks lend ES balances to 
each other on an overnight unsecured basis. If the 
supply of ES balances exceeds demand, banks have 
an incentive to lend their surplus cash in the 
overnight cash market below the target cash rate, 
while a shortage of cash would put pressure on the 
cash rate rising above the target (Domestic Markets 
Department 2019). 

Transactions between the Reserve Bank (and its 
clients) and commercial banks (and their clients) 
change the supply of ES balances on a daily basis. 
For example, the Reserve Bank is the banker for the 
Australian Government and large flows such as tax 
receipts or government expenditures give rise to 
large changes in daily ES balances, even though the 
impact of government finances on system liquidity 
is broadly neutral over a longer horizon (as govern
ment inflows are ultimately broadly matched by 
government outflows). 

In an environment of relatively low system liquidity, 
to ensure that the level of ES balances remained 
consistent with demand at the cash rate target and 
to avoid potential volatility in the cash rate or 
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disruptions in the overnight cash market and 
payments system, the Reserve Bank would offset 
large flows through its daily liquidity operations. 
Reverse repurchase agreements (repos) contracted 
in open market operations (OMO) and foreign 
exchange (FX) swaps were used to inject liquidity 
when ES balances were projected to fall, and drain 
liquidity when they were projected to rise. 

The pandemic response: using existing 
policy tools to address a surge in liquidity 
demand … 
In late February and through March 2020, the 
spread of COVID-19  led to the emergence of 
stresses in global and Australian financial markets as 
uncertainty rose and downside risks to the 
economic outlook intensified (RBA 2020). Volatility 
rose sharply for the prices of many financial assets 
and signs of dysfunction arose in key financial 
markets, most notably in government bond markets 
(Debelle 2020; Kent 2020a). 

These stresses led to a sharp rise in the demand for 
liquidity (Bank for International Settlements 2020; 
RBA 2020). In Australia, counterparties bid for 
significantly larger quantities of repo funding at 
OMO and at higher rates (Graph 1). Had this 
additional demand gone unfilled, financial 
conditions would have tightened further. To 
mitigate this risk, the focus of the Reserve Bank’s 
OMO shifted to providing liquidity support to the 
financial system. In the first 3 weeks of March, the 
Reserve Bank’s repo operations injected around 
$45 billion more than what was required to 
maintain a stable supply of ES balances – a marked 
departure from the pre-pandemic framework of 
tight liquidity management (Graph 2). Market 
operations were also conducted at much longer 
tenors to provide greater funding stability for the 
financial system in a period of elevated economic 
and financial market uncertainty. The Reserve Bank 
committed to offer one-month and 3-month OMO 
repos daily and a 6-month term at least weekly, as 
long as warranted. These actions alleviated funding 
pressures in the banking system and met the 
increase in precautionary demand for liquidity. 

… and introducing a broader policy toolkit 
to support the economy and market 
functioning 
In addition to providing liquidity support to the 
financial system through its liquidity operations, the 
Reserve Bank deployed a number of measures to 
provide wider support to the economy and address 
dysfunction in financial markets arising from the 
pandemic (RBA 2021; Debelle 2021). Since their 
introduction, these measures have been adjusted in 
response to the changing outlook for the economy. 
The Reserve Bank’s policy actions have included:[2] 

• A reduction in the cash rate target from 
0.75 per cent to 0.5 per cent in early March, 
followed by an additional cut to 0.25 per cent in 
mid March. In November 2020, the cash rate 
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target was lowered further to 0.10 per cent. The 
Reserve Bank Board also committed to not 
increase the cash rate target until ‘progress is 
being made towards full employment and it is 
confident that inflation is sustainably within the 
2–3 per cent target band’. 

• A target for the yield on the 3-year Australian 
Government bond of around 0.25 per cent, 
introduced in March 2020, and cut to 
0.1 per cent in November 2020. The Reserve 
Bank has committed to purchase Australian 
Government Securities (AGS) as required to 
achieve this target. The 3-year yield target 
reinforces the Board’s forward guidance on the 
cash rate target and helps to lower borrowing 
costs for businesses and households. 

• A commitment to purchase government bonds 
to support market functioning as required. 
These purchases are in addition to those made 
as part of the Reserve Bank’s other policy 
actions. 

• A term funding facility (TFF) announced in 
March 2020 to provide 3-year repo funding for 
the banking system, with particular support for 
credit to small and medium-sized businesses. 
Initial funding allowances equal to 3 per cent of 
each eligible institution’s total credit 
outstanding could be drawn down by the end 
of September 2020. Institutions could also 
access an additional allowance if they increased 
their lending to small and medium-sized 
businesses and, from October 2020, a 
supplementary allowance (equal to 2 per cent 
of their outstanding credit). The deadline for 
drawing down the additional and 
supplementary allowances is 30 June 2021. 

• A program of longer-term government bond 
purchases. Under the bond purchase program 
(BPP), the Reserve Bank buys AGS and bonds 
issued by the state and territory borrowing 
authorities (semis) with residual terms to 
maturity of around 5 to 10 years. The initial 
program was $100 billion in size and 
commenced in November 2020. In February 
2021, the Board announced that an additional 
$100 billion of bonds would be purchased 

when the initial program concluded in April 
2021. 

Reflecting the broader range of policy measures, 
the size and composition of the Reserve Bank’s 
operations in financial markets has changed 
significantly over the past year (Graph 3). Take-up of 
the TFF was initially gradual but accelerated in the 
lead-up to the deadline for initial allowance 
drawdowns (Alston et al 2020). Ahead of the 
deadline to draw down additional and 
supplementary TFF allowances, take-up of the TFF 
has begun to pick up again. 

Since March 2020, the Reserve Bank has purchased 
around $240 billion in government bonds, 
expressed in market value terms. In the early stages 
of the pandemic, the Reserve Bank purchased 
around $60 billion of AGS and semis to address 
market dysfunction and achieve the 3-year yield 
target. Since then, another $30 billion of AGS have 
been purchased to keep the 3-year yield around the 
target. To date, around $155 billion of bonds have 
been purchased under the Bank’s BPP. 

The new monetary policy measures have 
significantly added to system liquidity (discussed 
further below). The Reserve Bank chose to provide 
more monetary stimulus than otherwise by leaving 
this additional liquidity in the banking system 
instead of conducting offsetting market operations 
(Kent 2020b). A consequence of this is that the size 
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of liquidity operations is no longer set to target a 
particular level of ES balances each day. Instead, 
since April 2020 daily OMO have provided repo 
funding in full to all participants who submit bids 
for the Reserve Bank’s preferred terms at or above a 
stable rate (since November 2020, this has been 
0.10 per cent, consistent with the new cash rate 
target and 3-year yield target announced at the 
November Board meeting). While the size of these 
operations initially rose sharply, since the middle of 
2020 they have been significantly below pre-
pandemic levels, reflecting the increase in liquidity 
in the banking system and substitution towards 
longer-term TFF funding (Graph 3). Because the 
liquidity impact of large government flows does not 
need to be managed as closely as previously, the 
Reserve Bank has not contracted any FX swaps for 
this purpose since March 2020. 

The Reserve Bank’s policy measures have 
led to a large increase in liquidity in the 
banking system 
The policy measures introduced by the Reserve 
Bank since the start of the pandemic have 
contributed to a significant increase in liquidity in 
the banking system (Graph 4). The supply of surplus 
ES balances has risen to around $250 billion 
compared to a pre-pandemic average of 
$2–3 billion. TFF drawdowns and the Reserve Bank’s 
bond purchases have injected around $380 billion 
of liquidity, more than offsetting a $60 billion 
liquidity withdrawal due to the decline in the 
amount of outstanding OMO repos and FX swaps. 

While the Reserve Bank’s policy measures have led 
to an increase in liquidity, the outstanding amount 
of surplus ES balances is also affected by other 
transactions. As previously mentioned, the most 
significant of these transactions for system liquidity 
(outside policy transactions) tend to be made by 
the Australian Government. Between March and 
September 2020, government transactions reduced 
liquidity by about $90 billion as the pace of AGS 
issuance increased by more than (net) spending by 
the government. More recently, government flows 
have injected around $15 billion in liquidity as AGS 
issuance has slowed and government spending has 
picked up. 

Because of the design of the Reserve Bank’s policy 
measures, the increase in the supply of ES balances 
will not be permanent. Funding provided to banks 
under the TFF will need to be repaid to the Reserve 
Bank 3 years after it is received (or earlier if the 
banks choose), which will result in a reduction in 
banks’ ES balances. And when the Reserve Bank’s 
holdings of semis mature, funds are debited from 
the accounts that state and territory governments 
hold at commercial banks. In turn, these banks will 
pay the Reserve Bank by transferring ES balances, 
resulting in an overall decline in the supply of ES 
balances. 

When the Reserve Bank’s holdings of Australian 
Government bonds mature, there is ultimately also 
a decline in ES balances, although the timing of this 
effect is less straightforward than it is for semis. 
Because the Reserve Bank is the banker for the 
Australian Government, all principal and interest 
payments on Australian Government bonds are 
funded through the government’s deposits held at 
the Reserve Bank. When these payments are made 
to the Reserve Bank, the size and composition of 
the Reserve Bank’s balance sheet will change: when 
Australian Government bonds mature, assets will 
decline because the bonds that the Bank once held 
have matured and liabilities will fall, reflecting a 
reduction in the size of government deposits. 
Because none of these flows reach the commercial 
banking sector, there is no direct impact on ES 
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balances. However, these AGS maturities will still 
lead to a reduction in ES balances. The Australian 
Government currently has around $60 billion in 
deposits at the Reserve Bank, while the Bank holds 
around $180 billion of Australian Government 
bonds. As such, the Australian Government will 
ultimately need to raise additional funds to repay 
these bonds, either by issuing new AGS to the 
private sector or via increased revenue and/or 
reduced expenditure. All these options would result 
in a net increase in cash flow from the private sector 
to the government and so lead to a decline in ES 
balances. 

The Reserve Bank balance sheet 
The size and composition of the Reserve Bank’s 
balance sheet has changed significantly since the 
onset of the pandemic, reflecting the Bank’s recent 
policy measures. Accordingly, these balance sheet 
changes can provide insights on the Reserve Bank’s 
policy stance (Kent 2020b). This is different to the 
pre-pandemic period when the size of the balance 
sheet was largely independent of the stance of 
policy. 

Before the pandemic, changes in the balance 
sheet were largely driven by liabilities … 

Before the pandemic, variations in the size of the 
balance sheet were largely driven by changes in 
liabilities that were beyond the Reserve Bank’s 
control (Graph 5 and Graph 6). For example, the 
Australian Government and other clients of the 
Reserve Bank decide upon the size of their deposit 
balances, and the stock of banknotes in circulation 
changes in line with the demand for physical cash. 
Changes in the size of these liabilities have a 
liquidity impact.[3] To ensure that the supply of ES 
balances remained consistent with demand at the 
cash rate target, the Reserve Bank would offset 
these changes by transacting repos, FX swaps and 
outright purchases of securities close to maturity. In 
other words, material changes in liabilities were 
externally determined and the Reserve Bank would 
decide on the mix of assets to hold that would best 
meet its monetary policy objectives.[4] Over time, 
the composition of assets between repos, FX swaps 

and securities would vary in response to pricing, 
market functioning and other policy considerations. 

… but now, strong growth in assets is driving 
changes in the balance sheet 

Since the introduction of the Reserve Bank’s policy 
measures in early March 2020, the balance sheet 
has nearly tripled in size from around $170 billion to 
more than $460 billion. This increase is equivalent to 
around 15 per cent of GDP. In contrast to the 
decade prior to the pandemic, the Reserve Bank’s 
policy measures have directly influenced the size of 
its balance sheet. Accordingly, the size and 
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composition of the balance sheet can reveal how 
these policy measures have been used, and provide 
insights into the Reserve Bank’s policy stance. 

Reflecting the initial policy response to the 
pandemic, the Reserve Bank’s balance sheet grew 
by around $90 billion between early March and 
early April 2020. The stock of outstanding OMO 
repos (also known as the OMO repo book) doubled 
in size to $100 billion, and accounted for as much as 
37 per cent of the Reserve Bank’s assets in June 
2020 (compared to around 25 per cent before the 
pandemic). More recently, the OMO repo book has 
fallen to around $10 billion, its lowest level since 
2013. The Australian dollar FX swap book has 
decreased in size as previously contracted swaps 
rolled off and no new FX swaps have been 
contracted for liquidity management purposes 
since March 2020. At the same time, the TFF has 
grown to $127 billion and comprises around 
27 per cent of total assets. 

The Reserve Bank’s outright holdings of govern
ment bonds have risen by around $230 billion, and 
now make up around half of total assets. Before the 
onset of COVID-19 , the Reserve Bank’s holdings of 
government bonds were much smaller – typically 
making up between 5 and 10 per cent of total 
assets. As previously discussed, the Reserve Bank is 
purchasing government bonds with much longer 
residual maturities as part of its policy response to 
the pandemic. As a result, the average term to 
maturity of the Reserve Bank’s outright government 
bond holdings has increased to around 5 and a half 
years, from around 15 months previously (Graph 7). 

An increase in the Reserve Bank’s assets is 
associated with a corresponding increase in 
liabilities. Recall from the earlier discussion that all 
transactions between the Reserve Bank and other 
market participants will change the supply of ES 

balances. The Reserve Bank has funded the 
acquisition of assets from the private sector through 
the creation of ES balances, which are liabilities of 
the Reserve Bank. 

The overall size of liabilities is now largely 
determined by growth in assets, over which the 
Reserve Bank now exerts a significant degree of 
control.[5] However, the composition of liabilities 
remains largely outside of its control, because many 
of these liabilities remain determined by external 
factors. For example, during mid 2020, ES balances 
declined in spite of an overall increase in the size of 
the balance sheet because the Australian Govern
ment increased its deposits at the Reserve Bank. 
This has partly reversed since late 2020, leading to a 
decline in government deposits and an increase in 
ES balances. Separately, growth in the value of 
banknotes in circulation since the start of the 
pandemic has replaced around $12 billion in ES 
balances, as the Reserve Bank deducts balances 
from commercial banks’ ES accounts as payment for 
these new banknotes (Guttmann et al 2021). 
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Conclusion 
In order to support the economy through the 
pandemic, the Reserve Bank has made significant 
changes to its monetary policy implementation. A 
number of new monetary policy tools have been 
introduced, complemented by the Reserve Bank’s 
existing market operations. The use of this broad 
range of policy tools has led to a large increase in 
liquidity in the financial system. At the same time, 
these policy measures have also changed the size, 
composition and residual maturity of the Reserve 
Bank’s balance sheet. Reflecting the introduction of 

the TFF and the Reserve Bank’s government bond 
purchases, the balance sheet has nearly tripled in 
size since the pandemic – to more than $460 billion 
or around 23 per cent of GDP – and the residual 
term to maturity of the Bank’s assets has 
significantly increased. These metrics show that the 
Reserve Bank’s policy measures have provided a 
significant amount of support to the Australian 
economy, and will continue to do so for some time.

Footnotes 
The authors are from Domestic Markets Department. [*] 

For more details on the relationship between the cash 
rate and other interest rates, see Atkin and La Cava (2017). 

[1] 

For more details on these measures, see Debelle (2020), 
Kent (2020b) and Lowe (2021). 

[2] 

For more details on the relationship between the Reserve 
Bank’s liabilities and the supply of ES balances, see 
Robertson (2017). 

[3] 

If the Reserve Bank did not conduct liquidity operations, 
movements in government deposits and banknotes 
would not change the size of the Reserve Bank’s balance 
sheet. This is because changes in these liabilities result in 
an equal and opposite impact on ES balances, such that 
total liabilities remain unchanged. However, the Reserve 
Bank’s operations kept ES balances relatively stable before 

[4] 

the pandemic (by changing the size of its assets). As a 
result, changes in these other liabilities would directly lead 
to a change in the size of the Reserve Bank’s balance 
sheet. 

The size of the Reserve Bank’s balance sheet will also 
change in response to changes in the market prices of 
assets held outright, including the prices of longer-term 
AGS and semis purchased as part of the Reserve Bank’s 
policy actions. Since the balance sheet is measured in 
Australian dollars, its size will also change in response to 
movements in foreign exchange rates, which affect the 
Australian dollar value of the Bank’s foreign currency 
assets. 

[5] 
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The Committed Liquidity Facility 
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Abstract 

The Reserve Bank provides the Committed Liquidity Facility (CLF) to enhance the resilience of the 
banking system in times of liquidity stress. Banks need to hold high-quality liquid assets (HQLA), 
including government securities, as a buffer against liquidity stress. However the low level of 
government debt in Australia limited the amount they could reasonably hold. The CLF was 
introduced in 2015 as an alternative. Since 2019, the size of the CLF has been reduced because 
the amount of government debt on issue has increased significantly. The fee charged for access 
to the CLF has also been increased to ensure that banks have an incentive to manage their 
liquidity risk appropriately. The size of the CLF and the associated fee have been adjusted in a 
measured way to ensure a smooth transition. 

The Committed Liquidity Facility (CLF) is a 
commitment by the Reserve Bank to provide funds 
to certain authorised deposit-taking institutions 
(ADIs or ‘banks’) in a period of liquidity stress.[1] 

These funds are secured by high-quality collateral. 
The Reserve Bank provides the CLF as part of 
Australia’s implementation of the Basel III liquidity 
standard. This framework has been designed to 
improve the banking system’s resilience to periods 
of liquidity stress. In particular, the liquidity 
coverage ratio (LCR) requires banks to have enough 
high-quality liquid assets (HQLA) to cover their net 
cash outflows (NCOs) in a 30-day liquidity stress 

scenario. Under the Basel III liquidity standard, 
jurisdictions with a clear shortage of domestic-
currency HQLA can use other approaches to enable 
financial institutions to satisfy the LCR. These other 
approaches include the central bank offering a CLF. 
A per annum fee is charged based on the size of the 
Reserve Bank’s commitment through the CLF to the 
LCR bank, regardless of whether the bank draws 
down on the facility or not. The Australian 
Prudential Regulation Authority (APRA) is 
responsible for administering the LCR in Australia, 
and incorporates the CLF provided by the Reserve 
Bank.[2] 
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The CLF was introduced because of the 
low level of government debt in Australia 
HQLA are assets that banks can easily use to cover 
their short-term liquidity needs. To be considered 
HQLA, securities need to have a low risk profile 
(high-quality) and be traded in an active and 
sizeable market (i.e. they need to be liquid; that is, 
easily exchanged for cash). The only Australian 
dollar securities that have been assessed by APRA to 
be HQLA are Australian Government Securities 
(AGS) and securities issued by the central borrowing 
authorities of the states and territories (semis).[3] 

The only other bank assets recognised as HQLA are 
liabilities of the Reserve Bank, namely banknotes 
and surplus Exchange Settlement Account (ESA) 
balances.[4][5] 

Historically, the supply of AGS and semis has not 
been sufficient for banks to meet the LCR 
requirement. This reflects the relatively low level of 
government debt in Australia. Australian Govern
ment debt equated to around 40 per cent of GDP 
when the CLF was introduced in 2015, although it 
has since risen to be around 65 per cent of GDP at 
the end of 2020 (Graph 1). In 2015, banks would 
have had to hold around two-thirds of the value of 
all AGS and semis outstanding to meet LCR 
requirements. If banks had held that share of these 
securities, it would have reduced these securities’ 
market liquidity to the extent that they could no 
longer be considered HQLA, defeating the purpose 
of holding them. 
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To avoid being required to hold high levels of AGS 
and semis that would potentially impair the liquidity 
of these critical markets, banks subject to the LCR 
requirement were permitted to establish a CLF with 
the Reserve Bank. Through the CLF, the Reserve 
Bank makes a commitment to provide liquidity to 
cover the shortfall between a bank’s ‘reasonable’ 
holdings of HQLA (i.e. the amount that can be held 
without impairing market liquidity) and the LCR 
requirement. Banks can access this committed 
amount of liquidity should it be required in a period 
of liquidity stress. Banks pay a fee that is charged on 
the entire committed amount, regardless of 
whether it is drawn. High-quality securities are 
required as collateral to access the CLF. 

APRA determines which banks can establish a CLF 
with the Reserve Bank. Access is limited to those 
locally incorporated banks that are subject to the 
LCR requirement. Before establishing a CLF, a bank 
must apply to APRA for approval, and demonstrate 
that every reasonable effort has been made to 
manage liquidity risk independently rather than 
relying on the CLF. To access the CLF (that is, to 
draw on CLF funds), a bank must make a formal 
request to the Reserve Bank that includes an 
attestation from the CEO that the bank has positive 
net worth. The bank must also have positive net 
worth in the opinion of the Reserve Bank. Since the 
CLF was established, no bank has ever needed to 
draw on it for liquidity purposes in a period of 
financial stress.[6] 

APRA has recently approved reductions to 
the size of the CLF … 
The total size of the CLF is the difference between 
the liquidity requirements of CLF banks, and the 
HQLA securities that the Reserve Bank assesses that 
CLF banks can ‘reasonably’ hold to fulfil these 
requirements without impairing bond market 
liquidity. The liquidity requirements of individual 
CLF banks are assessed by APRA. The requirements 
include an allowance for banks to have buffers over 
the minimum requirement of covering 100 per cent 
of their total projected NCOs over a 30-day period. 
The requirements also take account of banks’ 
projected holdings of other HQLA (banknotes, 
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Table 1: Reasonable Holdings of HQLA Securities and the Committed Liquidity Facility 
$A billion 

 

Projection of HQLA 
securities 

outstanding* Locally incorporated CLF banks 

   
Reasonable holdings 

of HQLA securities* LCR requirements* CLF Amount** 

2015 700 175 449 274 

2016 780 195 441 246 

2017 880 220 437 217 

2018 905 226 474 248 

2019 898 225 468 243 

1 Jan 2020 934 243 466 223 

1 Dec 2020 1340 362 550 188 

1 February 2021 1488 446 588 142 

1 April 2021 1488 446 585 139 
Sources: APRA; RBA 

* The RBA’s ‘Projection of HQLA Securities outstanding’ and assessment of ‘Reasonable holdings of HQLA securities’ for the end of the referenced calendar 
year. ‘LCR requirements’ refers to APRA’s assessment of the aggregate Australian dollar NCOs for the locally incorporated LCR banks at the end of the 
calendar year, including an allowance for the banks to have buffers over the minimum LCR requirement of 100 per cent; it also takes into account banks’ 
projected holding of banknotes and surplus ESA balances. 

** The CLF Amount applying from the start of the referenced calendar year or where a particular date is specified, from that date. ‘CLF Amount’ is the 
difference between the LCR requirements and reasonable holdings of HQLA securities. 

surplus ESA balances and undrawn Term Funding 
Facility (TFF) allowances while they are available). 

From the introduction of the CLF in 2015 until 2019, 
APRA adjusted the size of the CLF from the 
beginning of each calendar year on the basis of 
estimates of its required size in the year ahead 
(Table 1). As part of this process, in mid June the 
Reserve Bank would publish its estimate of 
reasonable holdings of AGS and semis for 
December of the following year. APRA would then 
ask CLF banks to produce a forecast of their 
Australian dollar-denominated NCOs and HQLA 
holdings, and thus their requested CLF amount, for 
the following calendar year. In 2020, however, large 
changes in the stock of government bonds 
outstanding and changes in bank funding and 
liquidity led APRA to adjust the size of the CLF in a 
number of steps over 2020 and 2021. Overall, the 
size of the CLF has declined from $274 billion in 
2015 to $139 billion in April 2021. Nearly two-thirds 
of this decline occurred from 1 December 2020. 

… because the level of government debt 
increased following the COVID-19 
outbreak … 
The significant reduction in the overall size of the 
CLF from 1 December 2020 reflects, in part, the 
sharp increase in the stock of AGS and semis 
outstanding as a result of increased issuance to 
finance the government’s economic support 
measures in response to the COVID-19  pandemic 
(Graph 2). The increase in the stock of AGS and 
semis outstanding has meant that banks could hold 
more of these securities – both in absolute value 
and as a share of stock outstanding – without 
unduly affecting market functioning. Indeed, CLF 
banks’ holdings of HQLA securities increased 
substantially over 2020, with increases in holdings 
of both AGS and semis during the year, although 
only semis holdings remained higher at the end of 
2020 (Graph 3). As a result, the size of the CLF 
required to cover the shortfall between banks’ 
holdings of HQLA and their LCR requirements 
declined. 
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From 2015 to 2019, the Reserve Bank had assessed 
that CLF banks could reasonably hold 25 per cent of 
the stock of AGS and semis outstanding. Following 
a review of the CLF in 2019, the Reserve Bank had 
assessed that the share of the stock of HQLA 
securities that could be reasonably held by CLF 
banks could increase at a pace of 1 percentage 
point per year from 25 per cent in 2019 to 
30 per cent in 2024. This reflected the increase in 
the stock of AGS and semis outstanding over time, 
as well as the fact that they had become more 
readily available in the market.[7] 

Following the sharp increase in the stock of AGS 
and semis outstanding in 2020, however, the 
Reserve Bank assessed that the increase in the share 
of AGS and semis that banks could reasonably hold 
could occur more quickly. The Reserve Bank 
assessed that the share of the stock of HQLA 
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securities that could be reasonably held by CLF 
banks could increase from 26 to 27 per cent of the 
stock outstanding by the end of 2020, and from 
27 to 30 per cent of the stock outstanding by the 
end of 2021.[8] 

… and because of improvements in 
funding and liquidity conditions for banks 
The reduction in the CLF was also facilitated by 
improvements in funding and liquidity conditions 
for banks, where CLF banks were comfortably 
exceeding their LCR requirements. The policy 
measures implemented by the Reserve Bank to 
cushion the Australian economy from the effects of 
the COVID-19  crisis contributed to the 
improvement in liquidity conditions in the banking 
system and lower funding costs across the 
economy. 

Surplus ESA balances held with the Reserve Bank, 
which are a form of HQLA, have also risen 
substantially since early 2020 (Graph 4). Funding 
provided by the Reserve Bank under the TFF has 
contributed to the rise in ESA balances. The Reserve 
Bank’s purchases of government bonds to support 
the 3-year Australian Government bond yield target, 
to aid market functioning, and as part of the Bond 
Purchase Program (BPP) have also contributed to 
higher surplus ESA balances.[9] The rise in surplus 
ESA balances, all else being equal, implies less need 
for the CLF. However, it is important to note that the 
level of ESA balances will continue to depend on 
(and change with) monetary policy developments. 
Indeed, given the generally uncertain environment 
in 2020, APRA took a measured approach to 
reducing the size of the CLF for 2021 (see below). 

Since November 2020, the Reserve Bank’s bond 
purchases through the BPP have contributed to the 
increase in ESA balances (Graph 5). Some of these 
bonds have been purchased from CLF banks, as 
reflected in the decline in CLF banks’ holdings of 
AGS and semis since late 2020. When the Reserve 
Bank buys bonds from a bank, it pays for the bonds 
by crediting that bank’s ESA. In other words, one 
type of HQLA is swapped for another, and the level 
of HQLA held by the bank stays the same. 

T H E  CO M M I T T E D  L I Q U I D I T Y  FA C I L I T Y

B U L L E T I N  –  J U N E  2 0 2 1     4 1



At the same time that there has been a large 
increase in available HQLA over the past year, banks’ 
liquidity needs have increased, owing to a sharp 
increase in bank deposits over 2020. The increase in 
deposits has been associated with an increase in 
NCOs under the LCR scenario, thereby increasing 
the amount of HQLA required to be held under the 
LCR requirement (Graph 6). The increase in CLF 
banks’ holdings of HQLA was even larger, however, 
resulting in the reductions in the required size of 
the CLF. 
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Reductions to the CLF have been made in 
measured steps 
To help banks manage their LCRs in light of the 
changes in HQLA and NCOs in 2020, APRA allowed 
CLF banks to apply for interim adjustments to CLF 
allowances, in addition to the usual annual review 
process. The overall CLF was accordingly reduced 
by $35 billion on 1 December 2020, by $46 billion 
on 1 February 2021, and by a further $3 billion on 
1 April 2021 (Graph 7). The CLF now stands at 
$139 billion, compared with $243 billion in 2019. 

APRA has ensured that changes to the CLF continue 
to be made in a measured way to avoid financial 
market disruptions. With a smaller-sized CLF, banks 
need to hold less assets to collateralise their CLF 
allowances. An overly rapid adjustment to banks’ 
asset holdings has the potential to be disruptive for 
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both the banks involved and the markets for these 
assets. A measured approach to reducing the size of 
the CLF was also considered appropriate given the 
uncertain economic environment following the 
COVID-19  pandemic; the conditions facing banks 
and the amount of HQLA had changed rapidly over 
2020. Accordingly, in calculating the size of the CLF 
for 2021, APRA assumed CLF banks’ surplus ESA 
balances would be around the (significantly lower) 
levels of previous years when calculating the size of 
the CLF for 2021. 

The CLF fee has also recently been 
increased 
For a commitment under the CLF, the CLF banks 
must pay a monthly fee to the Reserve Bank. This 
fee is charged on the entire committed amount, 
regardless of whether or not the LCR bank draws 
down on the CLF over that period. (In the event of a 
drawing on the CLF, in addition to the set fee, 
interest would be charged on the amount drawn.) 
The Reserve Bank aims to set the level of the CLF fee 
such that banks face similar financial incentives 
when holding additional HQLA securities or 
applying for a higher CLF in order to satisfy their 
liquidity requirements. From 2015 to 2019, the 
Reserve Bank charged a CLF fee of 15 basis points 
per annum on the commitment to each bank. 
Following the 2019 review of the CLF, the CLF fee 
was increased in 2 steps, to 17 basis points per 
annum on 1 January 2020 and to 20 basis points 
per annum on 1 January 2021. This increase was 
judged appropriate to provide banks with an 
incentive to manage their liquidity risk 

appropriately. The fee increase was implemented in 
2 steps to ensure a smooth transition by minimising 
the effect on market functioning. See Bergmann, 
Connolly and Muscatello (2019) for further details. 

Conclusion 
Since 2019, the size of the CLF has been reduced 
substantially because of the increased availability of 
HQLA and improvements in funding and liquidity 
conditions for banks. The increased issuance of AGS 
and semis in order to fund the fiscal responses to 
the COVID-19  pandemic has meant that CLF banks 
are able to hold a larger amount of AGS and semis – 
both in terms of value and the share of issuance – 
without unduly affecting market functioning. The 
Reserve Bank has assessed that CLF banks can 
reasonably hold 30 per cent of the stock of HQLA 
securities outstanding by the end of 2021. Given 
this, and APRA’s assessment of both the liquidity 
requirements of CLF banks and their funding and 
liquidity conditions, the CLF was reduced to 
$139 billion in April 2021, down from $243 billion in 
2019. This reduction was made in measured steps 
over 2020 and 2021, given the rapidly changing and 
uncertain environment and to allow banks time to 
adjust as required. The CLF fee has also been 
increased since 2019, following a review by the 
Reserve Bank, to provide banks with an incentive to 
manage their liquidity risk appropriately. The fee 
was increased in increments – from 15 basis points 
in 2019 to 17 basis points in 2020 and to 20 basis 
points in 2021 – to ensure a smooth transition.

Footnotes 
The authors are from Domestic Markets Department. [*] 

See BCBS (2013); for more information about the 
introduction of the CLF, see Debelle (2011) 

[1] 

See APRA (2018) [2] 

See APRA (2020) [3] 

A portion of the balances held by financial institutions in 
their ESAs at the Reserve Bank arise from ‘open repos’ (see 
footnote 6). The remainder of ESA balances are referred to 
as surplus ESA balances. 

[4] 

From 31 March 2020, if banks held sufficient available and 
eligible collateral, APRA also allowed banks to treat 
available, undrawn Term Funding Facility (TFF) allowances 

[5] 

as liquid assets to meet LCR requirements. These 
allowances, and the ability to count them as liquid assets, 
are scheduled to expire on 30 June 2021. 

Some banks have technically drawn on the CLF, since any 
usage of the Reserve Bank’s standing facilities by a CLF 
bank is considered to be a drawing on their CLF. In 
particular, some banks maintain ‘open repos’ (repurchase 
agreements contracted without a maturity date) with the 
Reserve Bank to support the smooth functioning of the 
payments system. The funds obtained via these open 
repos are held in the banks’ ESAs for use in meeting their 
payment obligations after normal banking hours, such as 
from transactions through the New Payments Platform. 

[6] 
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These open repos have averaged around $25 billion over 
the past 6 years, and account for virtually all of the usage 
of the CLF over this period. The remaining usage of the 
CLF has been for small transactions used to test banks’ 
systems and access. 

See Bergmann, Connolly and Muscatello (2019). [7] 

See RBA (2020). [8] 

In the early stages of the pandemic, the additional 
provision of liquidity via the Reserve Bank’s daily open 
market operations also contributed to the rise in ESA 
balances, though this was a temporary boost which has 
since been reversed. 

[9] 
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Corporate Bonds in the Reserve Bank’s 
Collateral Framework 

Jin Lim, Eva Liu, Nathan Walsh, Andrew Zanchetta and Duke Cole[*] 
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Abstract 

In May 2020, the Reserve Bank broadened the range of corporate bonds accepted as collateral 
under repurchase agreements (repo) from AAA-rated to investment grade (BBB- or above). This 
change in policy increased the universe of potentially eligible securities for domestic market 
operations by around $150 billion, of which the Reserve Bank has received applications for and 
granted eligibility to around $50 billion. In assessing applications for repo eligibility, a number of 
features – including subordination, embedded options and legal risks – required further 
investigation to ensure the securities remained within the Bank’s risk appetite. Corporate 
securities remain a small share of total eligible collateral. While usage of corporate bonds in repos 
with the Bank has been relatively modest to date, the policy change to broaden may have 
provided some support to the Australian corporate bond market. 

Expanding repo eligibility to investment-
grade corporate bonds 
Repurchase agreements (repos) are used by the 
Bank in its domestic market operations to 
implement monetary policy, support the smooth 
functioning of the payments system, and to provide 
liquidity during times of financial system stress to 
promote financial stability and support the supply 
of credit. Repos are a form of secured lending where 
liquidity is provided to counterparties in exchange 

for collateral (i.e. securities). On 5 May 2020, the 
Reserve Bank broadened the range of corporate 
bonds accepted as collateral under repos from AAA-
rated to investment grade (BBB- or above) (RBA 
2020). Corporate bonds include securities issued by 
companies as well as those issued by entities 
established under an Australian Government, state 
or territory law, such as universities.[1] This policy 
change aligned the credit rating requirement for 
corporate securities with that for authorised 
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deposit-taking institutions (ADIs – hereafter referred 
to as banks), whose investment-grade securities 
have been eligible since 2012 (RBA 2011). 

This broadening of the collateral framework added 
around $150 billion to the value of potentially 
eligible securities. Based on over 200 repo eligibility 
applications received from market participants to 
the end of March 2021, the Bank has granted repo 
eligibility to corporate bonds valued at more than 
$50 billion (Graph 1). This compares to around 
$2.5 trillion in total eligible securities currently 
outstanding. 

The policy change sought to support liquidity in the 
corporate bond market after financial market 
conditions tightened with the onset of the 
COVID-19  pandemic. This was one element of the 
Bank’s wide-ranging policy response to the 
pandemic (RBA 2021). At the margin, broadening 
repo eligibility may increase the attractiveness of 
corporate bonds to investors and therefore support 
corporate bond issuance and market liquidity. This 
is because corporate bonds can be used as 
collateral by eligible counterparties to access 
liquidity from the Reserve Bank, which may make it 
easier to fund holdings of those securities, as well as 
potentially expand the pool of investors willing to 
hold eligible corporate bonds. 

The policy case to broaden the collateral framework 
was balanced against the financial risk the Bank 
might incur, which in practice is low for repos. The 
securities posted as collateral protect the Bank 
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against financial loss if a counterparty defaults on a 
repo (Naghiloo and Olivan 2017). The Bank would 
make a loss only if a counterparty failed to 
repurchase securities sold to the Bank under repo 
and the market value of the securities fell below the 
agreed repurchase amount. To manage the risk of 
the security value falling below the repurchase 
amount, the Bank: 

• assesses the securities to ensure they meet 
minimum eligibility criteria, including 
creditworthiness; 

• applies a margin to each security posted as 
collateral, by requiring more securities to be 
provided than the amount of liquidity provided 
under repo; and 

• revalues the securities each day and, subject to 
market movements, requests additional 
collateral (i.e. makes margin calls) to maintain 
sufficient collateralisation. 

The margin ratio framework applicable to repo-
eligible corporate securities was aligned with the 
framework that applies to securities issued by 
ADIs.[2] Margin ratios applied by the Bank for 
different types of securities are determined based 
on their credit and liquidity risks. It was judged that 
the risks associated with corporate securities are, on 
average, no higher than for debt issued by banks. 
Some international research suggests that for a 
given credit rating, non-financial corporate debt is 
on average less risky than bank debt (that is, the 
corporate issuer is less likely to default than a bank 
issuer with the same credit rating).[3] Reflecting this, 
some central banks such as the European Central 
Bank (ECB), US Federal Reserve (Fed) and Bank of 
England (BoE) have collateral frameworks that apply 
less onerous eligibility standards and/or lower 
margin ratios to corporate debt than for bank 
debt.[4] However, the Australian corporate bond 
market is less developed than in the United States 
and Europe, which implies a higher level of liquidity 
risk for Australian corporate bonds compared to 
corporate debt issued in other international 
markets. 
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Table 1: Corporate Bonds Assessed as Ineligible
(a)

May 2020 to March 2021 

Reason Number of bonds Issuance volume (A$b) Number of issuers 

Structurally subordinated 7 3.2 4 

Incomplete application 1 0.3 1 

Application withdrawn 2 0.9 1 

Limited events of default 3 0.9 2 

Not directly issued in Austraclear 2 1.4 2 

Issuer domiciled in a tax haven 6 0.9 2 

Not enough credit ratings 1 0.2 1 
(a) Securities are assessed individually; other securities issued by the entities listed may meet the Bank’s eligibility criteria. The Bank does not assess 

eligibility until it has received a complete application for a given security. 

Source: RBA 

Assessing corporate bonds for repo 
eligibility 
The Reserve Bank assesses securities against its 
eligibility criteria before they can be posted as 
collateral in repos. Some corporate bonds contain 
features that may pose elevated risks to the Bank, or 
would otherwise not support the Bank’s policy 
objectives, and these can be grounds to reject 
applications for repo eligibility. This section explores 
3 of these features: 

• Subordination

• Embedded options

• Foreign issuers

In most cases, the Bank has assessed that the risks 
that might arise from investment-grade corporate 
bonds are within the Bank’s risk tolerance. Of the 
more than 200 applications received since May 
2020, 183 securities from 74 different issuers were 
approved, while the Bank rejected 21 securities 
from 13 issuers which did not meet the Bank’s 
eligibility criteria as explained further below 
(Graph 2, Table 1). 

Eligible corporate bonds must be unsubordinated 

The Bank requires eligible securities to be direct and 
unsubordinated obligations of the issuer which rank 
at least equally with all other unsubordinated and 
unsecured obligations of the issuer. This means that, 
in the event the issuer defaults on its liabilities (for 
example by failing to meet interest payments), the 
holders of eligible securities have equal and first 

claim among unsecured creditors. There are a 
number of circumstances where bonds may be 
subordinated, subordination is unclear, or investors 
have fewer rights than for other securities by the 
issuer: 

• Structural subordination exists where senior
unsubordinated securities are issued by a
holding company who in turn owns operating
subsidiaries that also issue securities. The
holding company’s securities are subordinated
to that of each subsidiary, because each
subsidiary pays its bondholders before the
holding company. The Bank has received
7 applications for structurally subordinated
securities, all of which were rejected.

• Complicated corporate and trust structures.
In some cases, other entities in a group
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corporate structure may guarantee the issuer’s 
obligations, supporting the ongoing payment 
of cash flows from securities. Guarantors are 
more common where the corporate structure is 
complex, such as utility and infrastructure 
companies and real estate investment trusts. 
The Bank is comfortable accepting securities 
with guarantors, where it can identify that the 
securities are senior and unsubordinated 
obligations of the issuer and all guarantors. 

• Foreign banks and resolution regimes. More 
debt issued by foreign banks is now eligible for 
repo. Previously, only securities issued by foreign 
banks with an Australian presence (such as a 
branch or subsidiary) could be made eligible. As 
part of resolution planning, jurisdictions have 
introduced statutory powers or other rules that 
may affect how debt is treated in the event a 
bank is resolved (FSB 2015). These rules vary by 
jurisdiction. The Bank does accept securities 
under repo even if they could be ‘bailed in’ (that 
is, converted to equity to support a bank’s 
resolution), but only if they are not bailed in 
before other unsecured debt securities of the 
issuer. 

Some jurisdictions require structural 
subordination described above to create 
subordinated debt that would be bailed in 
before other unsecured debt securities, while 
others expect banks to issue subordinated 
‘senior non-preferred’ securities that would be 
bailed in before other unsecured debt securities. 
Senior non-preferred securities are not eligible. 
Most foreign bank securities assessed to date 
have been made eligible. In a small number of 
cases, the Bank has identified securities where 
limited events of default apply for one class of 
senior unsecured notes but not another. 
Although they might be ranked equally (as 
senior unsecured obligations), the securities 
with limited events of default have fewer rights 
than those with full events of default. The Bank 
rejected the securities with limited events of 
default. 

Embedded options do not present much 
additional risk to the Reserve Bank 

Unlike currently eligible government, bank and 
supranational bonds, many corporate bonds have 
embedded call or put options. To date, the Reserve 
Bank has accepted all applications it has received 
for corporate bonds with embedded options 
because the risk to the Reserve Bank is judged to be 
relatively small. However, the Reserve Bank 
continues to assess each new type of embedded 
option to ensure this remains the case. 

An embedded call option gives the issuer the right 
but not the obligation to redeem notes before their 
maturity date. They allow issuers to refinance bonds 
early which mitigates the risk of not being able to 
roll over existing debt and provides flexibility to 
change the entity’s financial structure. However, the 
Reserve Bank faces the risk that the redemption 
price (if the call option is exercised) is lower than 
the market price of that security (prior to 
notification that the call option is being exercised) 
and this price difference is not covered by over 
collateralisation (i.e. the margin). If this occurred at 
the same time as a counterparty defaulted, the 
Reserve Bank may make a loss. 

There are 3 common types of call options found in 
corporate bonds: 

• Par calls. A par call allows the issuer to redeem 
a bond at the outstanding principal amount (i.e. 
par), usually in the last 3, 6 or 12 months of a 
bond’s term. 

• Make-whole calls. A make-whole call allows 
the issuer to redeem a bond at the greater of 
the net present value of the bond’s remaining 
cash flows or the par value of the security. The 
net present value is calculated by discounting 
cash flows using a discount rate equal to a risk-
free rate plus a risk premium specified in the 
issuance documentation. The issuer can 
typically exercise these calls at any time during 
the term of the bond. 

• Tax or event-driven calls. The issuer can 
redeem the bond (usually at par) if a specific 
event occurs. These events include an increase 
in coupon payments due to a change in tax 
rules (such as a change in non-resident 
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withholding tax), a change of control for the 
issuer or guarantors, or if a specified portion of 
notes on issue has already previously been 
redeemed. Tax-based calls are quite common 
across other security types as well. 

Most eligible corporate bonds have at least one 
type of option, with the 2 most common options 
being a tax call and a par call. The probability of a 
tax call being exercised and the associated risk is 
very low. The Reserve Bank also faces almost no risk 
from par calls because during the period the call 
can be exercised the securities are priced at the 
lower of par, or the net present value of the 
security’s outstanding cash flows until maturity. 

Eligible corporate bonds also have embedded 
make-whole calls. A make-whole call is structured 
such that the issuer’s call is designed to be ‘out of 
the money’; that is, the make-whole price is higher 
than the current market price. As the Reserve Bank 
receives the higher make-whole price if the call is 
exercised, the risk of loss to the Reserve Bank is low. 
Further, issuers are unlikely to exercise this call 
option purely to take advantage of cheaper 
financing rates (because lower interest rates 
increase the make-whole price, which is the cost of 
redeeming the existing debt).[5] The Reserve Bank 
mitigates any residual risk from embedded call 
options by requiring counterparties to substitute 
alternative eligible collateral if a call notice has been 
issued for a corporate security held under repo. 

In contrast to embedded call options, an 
embedded put option reduces the noteholders’ risk 
of holding a security by giving them the right, but 
not the obligation to redeem notes early when a 
trigger event occurs. These triggers tend to be 
change of control events, including where the 
change causes a credit rating to be withdrawn or 
downgraded. The Reserve Bank faces no additional 
market risk from a put option in a security it holds 
under repo. 

The Reserve Bank does not accept bonds from 
domiciles that present risks outside its appetite 

Prior to the broadening of the collateral framework 
in May 2020, 134 securities from foreign issuers in 
10 countries were repo eligible (Graph 3). Since the 
policy announcement, the Reserve Bank has 

granted eligibility to an additional 54 securities from 
foreign issuers, including for the first time issuers 
from New Zealand, South Korea, the United Arab 
Emirates, the United Kingdom and France. 

The Reserve Bank does not accept securities from 
domiciles that represent risks outside its appetite, 
including because they may pose elevated money 
laundering, terrorism financing or tax evasion risks. 
The Reserve Bank has rejected 6 securities because 
the issuers were domiciled in a tax haven. The 
Reserve Bank conducts regular checks for domiciles 
and issuers for these elevated risks, as well as any 
sanctions that might apply to foreign issuers. 

Corporate bonds since the policy change 
Corporate bonds now make up around 2 per cent 
of outstanding eligible securities. However, the 
share of the Reserve Bank’s domestic repo portfolio 
collateralised by corporate bonds since the policy 
change peaked in August 2020 at just 0.4 per cent 
($100 million) (Graph 4). This share has remained 
very small as the Reserve Bank’s domestic repo 
portfolio is primarily collateralised by self-
securitisations, Australian Government Securities 
(AGS) and semi-government securities (Graph 5). 
Self-securitisations are structured pools of assets, 
such as residential mortgages, created by banks 
specifically to use as collateral to access liquidity 
from the Reserve Bank. Use of self-securitisations 
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has increased significantly as they are permitted to 
be used as collateral to access liquidity under the 
Term Funding Facility (TFF), introduced in March 
2020, and are the cheapest form of collateral (Cole 
and de Roure 2020). 

While corporate bonds are a small share of all 
collateral posted, more than half of repo-eligible 
corporate bonds have been used as collateral at 
least once since the policy change. These are 
typically small parcels of less than $10 million. The 
majority of these securities have been posted 
through triparty repo, where the collateral for a repo 
is managed by a third party, ASX Collateral (for more 
information on triparty repo, see Naghiloo and 
Olivan 2017). There is generally frequent turnover of 
securities held as collateral in triparty repos because 
substitutions (i.e. changes to securities that 
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collateralise a repo) are optimised based on which 
securities are the cheapest for the counterparty to 
use as collateral. 

As noted above, broadening repo eligibility of 
corporate bonds may have indirect effects on the 
market for these bonds such as increased issuance 
and price differentiation (i.e. an ‘eligibility premium’ 
may emerge for repo-eligible securities (BIS 
2015)).[6] 

Isolating the effect of the change in repo eligibility 
policy on corporate bond yields and issuance is 
challenging due to the highly volatile market 
conditions at the time, as well as other policy 
actions by governments and central banks. For 
example, low-cost funding provided by the Reserve 
Bank to banks under the TFF reduced the need for 
banks to issue bonds, in turn placing downward 
pressure on bank bond yields (Alston et al 2020). 
The spread between investment-grade corporate 
bond yields and major bank bond yields actually 
widened, as bank bond yields fell more quickly 
(Graph 6). Corporate bond yields have since fallen 
to below pre-COVID levels, as interest rates have 
fallen globally and market dislocation receded (RBA 
2020), but the spread to major bank bond yields 
remains a little wider than pre-pandemic levels. 
Issuance picked up in the June and September 
quarters of 2020, but subsequently returned to 
around long-term average levels as the increase in 
activity at the height of market instability subsided 
(Graph 7). 
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Characteristics of eligible corporate bonds 

Typically issuers or the Bank’s counterparties submit 
applications for securities to be assessed for repo 
eligibility, although there are no restrictions on who 
can apply. The corporate bonds that have been 
approved as repo eligible are generally 
representative of the market across different credit 
ratings (Graph 8). 

Issuers of repo-eligible corporate bonds span a 
wide range of industries (Graph 9). More than half of 
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eligible corporate securities are issued by financial 
firms, including non-bank lenders, foreign banks, 
insurance companies and corporate finance 
companies. Corporate finance companies include 
subsidiaries that raise funds on behalf of companies 
in industries such as electricity, telecommunications 
or retail. The full list of eligible securities is available 
on the Bank’s website. 

Conclusion 
Expansion of the Bank’s repo eligibility framework to 
include investment-grade corporate bonds has 
increased the amount of collateral potentially 
available for repos with the Bank. While usage of 
corporate bonds in repos with the Bank has been 
relatively modest to date, this policy change may 
have provided some support to the Australian 
corporate bond market. However, isolating its 
impact from other monetary policy measures 
implemented to support the economy is difficult. 
Regardless, the additional risk to the Bank from 
accepting these bonds is very small.
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[*] 

A security is classified as a non-ADI corporate bond if the 
issuer is incorporated under the Corporations Act or 
equivalently incorporated in a foreign jurisdiction. This 
does not include securities issued by foreign 
governments, foreign government-established entities, or 
supranational entities. 

[1] 

Refer Margin Ratios. [2] 

For example, Cornaggia, Cornaggia and Hund (2017) show 
that: (i) the default frequency of bank debt is, on average, 
higher than corporate debt at a given credit rating; and (ii) 

[3] 

rating transition statistics (i.e. downgrades/upgrades) are 
no different for bank and corporate debt. 

The Fed and ECB apply higher margins to bank debt, 
while the BoE does not accept the debt of financial 
institutions as collateral, yet it accepts corporate debt. 

[4] 

As the discount rate used to calculate the net present 
value of cash flows is a floating rate plus a risk premium, 
the net present value moves inversely with interest rates. 

[5] 

An eligibility premium might emerge if the demand for 
eligible bonds is higher than for ineligible bonds, which 
would increase the price of eligible bonds, reducing their 
yields. Internationally there is some evidence for this 
(Corradin and Rodriguez-Moreno 2016). 

[6] 
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Abstract 

A key responsibility of the Reserve Bank is to maintain public confidence in Australia’s banknotes 
as a secure method of payment and store of wealth. To help achieve this objective the Bank 
initiated the Next Generation Banknote (NGB) program, which involved the design and 
development of a new banknote series to make Australia’s banknotes more secure from 
counterfeiting. The decade-long program concluded in late 2020, with the release of the final 
upgraded banknote into general circulation. The program delivered a suite of new Australian 
banknotes with a range of new innovative security features. Overall the banknotes have been well 
received by the general public and counterfeiting rates have remained low. 

Introduction 
Australia has a tradition of developing and 
introducing technologically advanced security 
features for banknotes. Most notably, Australia was 
the first country in the world to successfully use 
polymer as the production material (or substrate) 
for an entire series of banknotes. The use of polymer 
created substantially more secure banknotes, which 
were much harder for counterfeiters to replicate 
convincingly than was the case for paper 
banknotes. However, after nearly 25 years, the 
security of Australia’s banknotes needed to be 
upgraded and so the Reserve Bank undertook the 
NGB program. 

Overview of the NGB program 
While the use of polymer helped ensure that 
Australia’s counterfeiting rates remained low, by the 
mid 2000s an increasing availability of fairly high-
quality reproduction technology began to make 
Australia’s first series of polymer banknotes more 
vulnerable to counterfeiting. (See ‘Box A: Australia’s 
Counterfeiting Landscape’ for more information on 
counterfeiting trends). In response to the increasing 
threat from counterfeiting, the Reserve Bank 
established the NGB program. The purpose of the 
program was to upgrade the security of Australia’s 
banknotes to ensure that they continued to be 
secure against counterfeiting. 
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The NGB program was publicly announced in 
2012 and involved upgrading the entire series of 
Australian banknotes. The program involved 
developing banknote designs with new security 
features, which required a considerable amount of 
work.[1] For instance, the Reserve Bank considered 
the security benefits and function of more than 
200 security features before deciding on the new 
features that would be included on the upgraded 
banknote series. The NGB program also involved 
extensive consultation with stakeholders – 
including members of the cash handling industry, 
the vision-impaired community and the public 
more generally – to ensure that the new banknotes 
would continue to meet community needs.[2] The 
program concluded in October 2020 when the 
$100 banknote – the final denomination to be 
redesigned as part of the NGB program – entered 
general circulation. 

Key results of the NGB program 
The NGB program was a highly complex, long-
running and ultimately very successful project. Of 
particular note, the program delivered an upgraded 
polymer banknote series that retains many of the 
key design elements of the first polymer banknote 
series – including the colour, size and people 
portrayed – but also has a range of innovative new 
security features (Figure 1).[3] As a result, the 
upgraded banknote series is significantly more 
secure from counterfeiting than the first polymer 
series. While it will be some time before a 
comprehensive assessment can be made on the 
impact of the new banknotes on counterfeiting 
activity, at this stage counterfeiting rates have 
remained low, with negligible counterfeiting of the 
new polymer series. The upgraded banknote series 
also has a new feature to assist people with vision 
impairment, which has improved the accessibility of 
Australia’s banknotes. Finally, and perhaps most 
importantly, the majority of people have now used 
a new banknote and the new banknote series has 
generally been very well received by the public. The 
key outcomes of the NGB program are discussed in 
more detail below. 

Security 

The use of new and upgraded security features on 
the second polymer banknote series ensures that 
the new banknotes are more secure and, as a result, 
more difficult to counterfeit than the first polymer 
series. In particular, the second polymer banknote 
series includes a range of new dynamic security 
elements that are not present on the first polymer 
series. For example, the second polymer series 
includes a holographic flying bird and reversing 
number in the top-to-bottom clear window. The 
upgraded banknotes also have a rolling colour 
effect; on one side of the banknote it is in a 
prominent patch near the top corner and on the 
other side it is within a bird shape. 

The second polymer banknote series also includes 
more secure versions of features that are present on 
the first polymer series. For example, microtext now 
features not only in the background of the 
banknotes but also in the top-to-bottom clear 
window. All the windows have more intricate 
designs compared to the first polymer series and 
there are more elements that fluoresce under 
ultraviolet light on the second polymer series. 

The second polymer banknote series also retains 
some of the key security features that are used in 
the first polymer series and are iconic to Australian 
banknotes. Both banknote series are printed on 
polymer and use intaglio ink, which has a distinct 
texture that can be felt by running a finger across 
the portraits and numerals on both banknote series. 

Counterfeiting 

Counterfeiting rates in Australia have fallen since 
2016, after peaking in 2015. While this aligns with 
the introduction of the first upgraded banknote into 
general circulation (the $5 banknote), there is a 
range of other factors that also contributed to the 
decline in counterfeiting. (See Box A for a detailed 
overview of Australia’s counterfeiting landscape). 
Nevertheless, counterfeiting rates continue to 
decline and remain well below their peak rates. This 
is expected to remain the case in the near future as 
the second polymer series becomes increasingly 
common in circulation. Overall, at this stage, it 
appears that the NGB program has contributed to a 
decrease in counterfeiting, although it will be some 
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time before a more comprehensive assessment can 
be made. 

Accessibility 

The introduction of a new tactile feature on the 
second polymer banknote series has improved the 
accessibility of Australia’s banknotes. In particular, 
following extensive research by the Bank into 
whether an effective and durable tactile marking 
could be included on Australian banknotes – which 

included consultation with the vision-impaired 
community, other stakeholders and overseas central 
banks – a decision was made to add raised bumps 
on each of the long edges of the upgraded 
banknotes. This new feature joins existing features 
that help the vision impaired tell the difference 
between different denominations of Australian 
banknotes. These include: bright colours; large and 
bold numbers; and different sizes for each 
denomination of banknote. 

Figure 1: Australian Polymer Banknotes 
First and second polymer series 

First polymer series Second polymer series 
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Saturation 

Unsurprisingly, since the issuance of the first 
upgraded banknotes in 2016, new banknotes have 
accounted for an increasing share of the total 
number of banknotes in circulation. In other words, 
the saturation rate has steadily risen.[4] The 
saturation rate is an important metric as it indicates 
how common the new banknotes are in the 
economy. A higher saturation rate means old 
banknotes series are less prevalent, which helps to 
prevent counterfeiting as it is more difficult to pass 
counterfeits of banknotes that are less common. 

The new $5 and $10 banknotes are already more 
common than previous banknote series, as both 
have saturations rates above 60 per cent. This partly 
reflects the fact that these 2 denominations were 
the first to be issued into general circulation (in 
2016 and 2017 respectively). However, even 
allowing for the differences in issuance dates, the 
higher denomination banknotes ($50 and 
$100 banknotes) have not replaced the first 
polymer series as quickly as the lower 
denominations ($5 and $10 banknotes) (Graph 1). 
This partly reflects the different ways that high and 
low denomination banknotes are used. The lower 
denomination banknotes are more commonly used 
for transactions than higher denomination notes 
and so tend to circulate through the economy 
faster. This means they also wear faster and must be 
replaced more often. In comparison, the higher 
denomination banknotes are also used as a store of 
wealth and so tend to circulate more slowly 
through the economy. In addition, the 
$50 banknote is the most common banknote in 
circulation by both volume and value, accounting 
for half of all banknotes in circulation. Logistically, 
this means it will take longer for the existing stock 
of $50 banknotes in the economy to be replaced 
compared to other banknote denominations. This 
slow rate of replacement of high denomination 
notes is one of the reasons why any decision to 
upgrade a banknote series should be taken in a 
forward-looking, pre-emptive fashion. 

While the old polymer banknote series still accounts 
for the majority of all banknotes in circulation, most 
Australians have now received at least one new 
banknote. Indeed, a survey commissioned by the 

Reserve Bank in October 2020 – the RBA Online 
Banknotes Survey – found that 85 per cent of 
participants had received at least one of the new 
banknotes (Graph 2).[5] Interestingly, older 
Australians and Aboriginal and Torres Strait Islanders 
were less likely to have received one of the new 
banknotes. 

Public perception 

Research conducted by the Reserve Bank indicates 
that the second polymer banknotes series has been 
well received by the Australian public. The 2020 RBA 
Online Banknote Survey found 77 per cent of 
participants viewed the new banknotes favourably 
(Graph 3). Notably, the new polymer banknotes 
have been even more positively received than the 
first polymer series; 43 per cent of participants 
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responded that they liked the second polymer 
series a lot, while only 30 per cent of participants 
responded that they liked the previous series a lot. 
The positive reaction to the new banknote series 
has been a consistent feature of the past 2 surveys, 
with similar outcomes observed in 2017 and 2019. 

When asked what aspects of the new banknotes 
they liked, participants identified durability, the 
Australian look and the fact that the banknotes are 
waterproof (Graph 4). Respondents also liked the 
inclusion of clear windows and the tactile feature 
on the banknotes. In fact, only 5 per cent of 
participants noted that there was nothing they liked 
about the second polymer series. There was also 
very little that the public disliked about the new 
banknotes, with almost 50 per cent of participants 
noting that there was nothing they disliked. That 
said, there were some aspects of the new series that 
some respondents disliked, such as the perceived 
slipperiness of the banknotes (16 per cent of 
participants) and that the notes are made of plastic 
(15 per cent of participants; Graph 5). 

Lessons from the NGB program 
Having just completed the current upgrade, there 
are no plans to issue a new banknote series in the 
foreseeable future. Nevertheless, there are a number 
of aspects of the NGB program that proved to be 
particularly important in ensuring the overall 
success of the program and will be key lessons for 
any future such work. These include the 
involvement of subject matter experts as well as the 
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nature of the engagement with community groups 
and industry. 

• Value of expert advice: The Reserve Bank sought 
advice from a range of sources during the 
banknote development process, including from 
a Design Advisory Panel and other experts in 
areas such as Australian wattle and birdlife. The 
panel consisted of 6 experts across a range of 
fields, including design, Australian art and 
history, and banknote development and 
production. It was formed in 2011 and provided 
advice throughout the NGB program on 
banknote designs to ensure their historical 
accuracy and relevance and the 
appropriateness of images and themes. Advice 
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Box A – Australia’s Counterfeiting Landscape 
In the lead-up to the release of the second polymer banknote series in 2016, Australia’s counterfeiting rate 
had been rising steadily. From a low year-end counterfeiting rate of 5 parts per million (ppm) in 2004, the 
year-end counterfeiting rate reached 27ppm in 2015, which equates to one counterfeit for every 
37,000 banknotes in circulation (Graph 6). 

The increasing number of counterfeits was also 
accompanied by an increase in the overall 
sophistication of the counterfeit banknotes being 
detected. From 2015 until 2018, more than 
35 per cent of the counterfeits detected were 
assessed to be of high quality (Graph 7). These high-
quality counterfeits present a greater threat as it is 
less likely that people will identify them. As 
technology had progressed over the 25 years since 
the introduction of the first polymer series, 
counterfeiters could more easily access printers 
capable of producing high-quality counterfeit 
banknotes that require only moderate costs and skill. 
Furthermore, the printers could produce high 
volumes of counterfeits. These increases in the 
quality and quantity of counterfeit banknotes 
highlighted the need for improved security in the 

new banknote series. 

Since 2015, the counterfeiting rate has been steadily 
declining, with the year-end counterfeiting rate for 
2020 at only 10ppm. This is the first time since 
2011 that the counterfeiting rate has been this low. 
This decline correlates closely with the staggered 
release of the new banknote series and certainly, as 
the prevalence of the new series in circulation 
increases, it becomes harder for counterfeiters to 
continue to pass counterfeits of the first polymer 
series. That said, the release of the new banknote 
series is not the primary factor that has reduced 
counterfeiting. During the same timeframe, a 
number of effective police operations have been 
undertaken to disrupt and shut down high-quality, 
high-volume counterfeiting sources. These police 
operations have significantly impacted the 

counterfeiting rate and have reduced both the number of counterfeits and also the overall quality of 
counterfeit banknotes detected.[6] 
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The steady decrease in overall counterfeiting volumes since 2015 has primarily been driven by a decrease 
in the number of counterfeit $50 banknotes detected. The decrease in $50 counterfeits commenced prior 
to the introduction of the NGB $50 banknote in 2018 and has continued to reduce year on year up to and 
including 2020; most likely due to law enforcement activities. At the same time, this decrease in 
$50 counterfeits has been somewhat offset in recent years by a significant increase in the number of 
counterfeit $100 banknotes detected (Graph 8). In 2020 the $100 denomination accounted for 58 per cent 
of all counterfeits detected and this is the first time in the last decade that the $100 has been the most 
counterfeited denomination over a full year. This increase has been largely driven by a few active 
counterfeiting production sources that are targeting the $100 denomination. 
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To date less than 50 counterfeits of the new banknote series have been detected in circulation. All of these 
counterfeits have been low quality and in each instance at least one key overt feature has not been 
simulated. While the number of NGB counterfeits detected in circulation is expected to rise over the 
coming years, the overall counterfeiting rate is expected to remain low as fewer counterfeits of the first 
polymer series are used in circulation. 

from the panel and other subject matter experts 
proved to be very important in helping to 
ensure the new banknotes met the needs of the 
community. 

• Value of public engagement: Public engagement 
proved to be a valuable component of the NGB 
project. The clearest example was the Bank’s 
consultation with the vision-impaired 
community, which led to the inclusion of the 
new tactile feature on the top and bottom long 
edge of the new banknotes. This engagement 
helped ensure the new banknotes were 
accessible to the vision-impaired community, 

with advice provided on the selection of the 
specific type of tactile element that now 
features on each of the 5 banknotes in the 
upgraded series. 

• Value of industry involvement: Significant 
changes occurred in the cash handling industry 
in the 2 decades between the issuance of the 
first polymer banknote series in the mid 1990s 
and the issuance of the new polymer banknote 
series, particularly in regards to the number of 
banknote machines and equipment. In 
recognition of this, the Reserve Bank began 
engaging with the industry early in the 
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program. The Reserve Bank provided test 
banknotes to equipment manufacturers to 
allow them to update their equipment to 
transport, authenticate, count and process 
Australia’s banknotes. Test material was also 
made available to a range of other 
organisations, including retailers and financial 
institutions. These organisations used the 
banknotes to confirm that their machines had 
been upgraded satisfactorily. This industry 
engagement helped ease disruption from the 
introduction of the new banknotes. 

However, there were some aspects of the NGB 
program that could have been improved and that 
provide important lessons for future work. For 
instance, the significant length of time between the 
issuance of the first and second polymer banknote 
series meant that the Reserve Bank had limited 
recent experience in designing and issuing a new 
banknotes series. As a result, additional time was 
required to upskill staff and increase knowledge and 
capabilities, which contributed to the overall length 
of the NGB program. In addition, while engagement 

with the cash handling industry was a key element 
of the overall success of the program, there were 
aspects of this engagement that could have been 
improved. For instance, initially the Reserve Bank 
limited the provision of test material to banknote 
equipment manufacturers. While test material was 
offered to a greater range of organisations later in 
the program, it would have been beneficial to 
engage with the broader cash handling industry 
from the beginning. 

Conclusion 
The NGB program successfully delivered a suite of 
new Australian banknotes with a range of 
innovative new security features. The banknotes 
have generally been well received by the general 
public and counterfeiting rates remain low. While 
the NGB program has now concluded, the Reserve 
Bank intends to continue to build on the strong 
relationships that were developed with key 
stakeholders and contributed so much to the 
overall success of the program.

Footnotes 
The authors are from Note Issue Department. [*] 

For detailed information on the end-to-end process of 
developing a new banknote series, see Fox, Liu and Martz 
(2016). 

[1] 

For more information on the nature of stakeholder 
engagement during the NGB program, see Evans, 
Gallagher and Martz (2015). 

[2] 

Further information on the range of security features on 
the new banknote series are available on the Bank’s 
dedicated banknote website 
(<https://banknotes.rba.gov.au>). 

[3] 

Saturation is normally calculated as a rate for each 
banknote denomination rather than for the entire series. 
For example, there are around 334 million new 
$50 banknotes currently in circulation and about 

[4] 

929 million $50 banknotes in total, so the new 
$50 banknote has a saturation rate of 35.9 per cent. 

The RBA has conducted a biennial Online Banknotes 
Survey since 2010. The survey aims to gauge community 
perceptions and understanding of Australia’s banknotes, 
experiences with counterfeit banknotes and cash use 
preferences. To obtain timely insight on the impacts of the 
COVID-19  pandemic on cash use, the latest survey was 
brought forward by 6 months to October 2020. In total, 
1,070 people participated in the survey, providing a 
representative sample of Australians. For more details on 
the results of 2020 survey, see Guttmann et al (2021). 

[5] 

For more information on Operation Gridline, see Miegel 
and Symeonakis (2020). 

[6] 
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The Transition from High School to 
University Economics 
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Abstract 

To promote economic literacy and ensure the long-term health of the economics discipline, it is 
important to address the sharp decline in the size and diversity of the economics student 
population. Administrative data from the University Admissions Centre (UAC) provides 
information about how students transition from high school to university economics. These 
pathways suggest that interventions to increase the number and diversity of students studying 
economics in Year 12 can strengthen the pipeline of students into university economics. 
Interventions to improve the economic literacy of Year 12 economics students who are less 
socially advantaged are important to encourage more diversity in university economics; in 
contrast, female students appear to need less academic support and may instead benefit more 
from tailored interventions that pique their interest in and confidence with economics. More 
advocacy of economics should also increase its uptake at university, particularly among students 
already studying economics and/or a STEM subject in Year 12 and higher performers. 

Introduction 
The size and diversity of the economics student 
population has declined sharply in recent decades 
(Dwyer 2017 and Livermore and Major 2020). 
Addressing this decline is important for promoting 
economic literacy in the wider community and 
ensuring the long-term health of the economics 

discipline. And as many of those who study 
economics determine public policy, there are wider 
social benefits when these decision-makers are 
broadly representative of society (Brainard 2017). 
Consequently, in 2016, the Reserve Bank established 
a public education program to support economics 
educators and students, both at the high school 
and tertiary level. This article looks at how students 
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transition from high school to university and 
identifies the characteristics of those who choose to 
study economics at university (and those who do 
not). Using these data it proposes interventions to 
improve engagement with economics and 
economic literacy, particularly among groups that 
are important for the program’s diversity objectives, 
to help encourage a larger and more diverse pool of 
students to study economics at university. 

The public education program provides economics 
content for students and educators, professional 
development activities for educators and a pool of 
Bank speakers (Ambassadors) to deliver economic 
talks and events for students around Australia. The 
program’s content and events have 2 broad aims: 
literacy and advocacy. The literacy aspects of the 
program primarily aim to improve students’ and 
teachers’ understanding of economic concepts and 
provide information about conditions in the 
Australian and global economies. The advocacy part 
of the program aims to influence students’ decision-
making about further study and/or a career in 
economics. It highlights the relevance of economics 
as an area of study that can lead to a diverse range 
of career paths. 

To date, the research and liaison activities which 
inform the Bank’s education program have looked 
at students studying economics at high school 
separately from those studying it at university. 
However, these populations are not independent 
because a secondary education is a prerequisite for 
entry into university. Students’ exposure to 
economics is a fluid journey with multiple entry and 
exit points (Figure 1). Moreover, it is the transition 
between different parts of the journey where the 

Bank’s education program can have the greatest 
impact, because it can influence a specific decision 
students must make on whether to enter, exit or 
continue in the discipline. 

A new administrative dataset from the University 
Admissions Centre (UAC) sheds light on how 
students studying economics (or not) at high 
school transition to studying economics (or not) at 
university. It includes data on 
students’ performance and study choices in Year 12, 
students’ preferences for university courses and 
demography. These data help to build a profile of 
the students who populate the pipeline from high 
school into university economics. They also provide 
insights into why some students choose not to 
study economics at university, especially among 
those who express some interest in doing so. 

University admissions data 

Gaining admission into university 

Understanding the data that describe the transition 
of Year 12 students from high school to university 
requires some background on the university 
admissions process. UAC is responsible for 
processing most admissions to undergraduate 
courses at participating institutions (which are 
mainly universities located in NSW and the ACT). 
For Year 12 students, admission is primarily based 
on a student’s results in the Higher School 
Certificate (HSC), which are used to calculate their 
Australian Tertiary Admissions Rank (ATAR). The 
ATAR is a number between 0.00 and 99.95 that 
measures a student’s position relative to all of the 
students in their age group. For example, an ATAR of 

Figure 1 

Stylised Representation of a Student's Journey through the Economics Discipline 
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80.00 means that a student is ranked 20 percentage 
points below the top of their age group (University 
Admissions Centre 2021). 

Admission to most university courses is determined 
by a student achieving a minimum selection rank, 
which equals the student’s ATAR plus any 
adjustment factors for which the student is 
eligible.[1] Students submit a set of ordered 
preferences for university courses to UAC. For a 
given preference, if a student’s selection rank is 
above a threshold set by the institution and there 
are places available in the course, an offer is made 
to the student. Once an offer is made, no further 
preferences are considered for that student.[2] After 
students have accepted an offer, they can approach 
the university to enrol in the course. At the end of 
the admissions process, UAC publishes the lowest 
selection rank that was required for entry into each 
course, known as the ‘cut-off’.[3] 

UAC has combined the administrative data 
collected during the admissions process (depicted 
in Figure 2) with students’ study patterns in Year 12, 
performance in the HSC and demography to form a 
rich dataset tracking how students transition from 
high school to university.[4] 

Which university courses are economics courses? 

Unlike high school where students study discrete 
well-defined subjects, university students undertake 
courses which often cover a diverse range of 
individual subjects or subject matter. So how does 
the UAC dataset capture whether a student is 
studying economics at university? Ideally, it would 
capture any student who completes a threshold 
level of economics, such as a major. A major in 
economics can be undertaken in a number of 
courses. However, measuring the students taking an 
economics major is not possible in these data 

because universities only provide UAC with the 
course in which applicants enrol. Instead, the proxy 
for an economics major in this dataset is the 
dedicated economics courses offered by 
universities. Furthermore, our dataset also includes 
information on enrolments in the related courses of 
commerce, finance and business (hereafter referred 
to as commerce) in which students can take an 
economics major. 

Breaking down the transition from high 
school economics to university economics 

University preferences, offers and enrolments 

Based on the admissions process, students can have 
4 types of interactions with a particular university 
course. Their interaction reflects the furthest stage 
of the enrolment process that they reached: did not 
preference a course; did preference a course; 
offered a place in a course (but did not enrol); and 
enrolled in a course.[5] These categories form a 
hierarchy that can proxy for a student’s interest in a 
university course. 

We find that interest in economics at university is 
low, even for those who studied it in Year 12. Almost 
two-thirds of Year 12 economics students, and 
around 95 per cent of other Year 12 students, 
applying to UAC did not preference an economics 
course for university (Graph 1). Low interest in 
economics courses could be because universities 
offer relatively few dedicated economics courses, 
economics courses are seen as more specialised 
than other courses, or because there is low 
engagement with economics. Interest in university 
commerce courses is much higher than for 
economics, especially among Year 12 economics 
students (Graph 2). This could be because 
commerce courses have broad scope, are offered at 

Figure 2 

Transitioning from High School into a University Course 
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a wider range of universities than economics 
courses and are perceived to make graduates highly 
employable. 

Nevertheless, studying economics at school is still 
an important pathway for doing so at university. On 
average, around 10 per cent of Year 12 economics 
students enrolled in a dedicated economics course 
at university while 30 per cent enrolled in a 
commerce course. For both course types these rates 
of enrolment are much higher than for students 
who did not study Year 12 economics. Students 
who study economics in Year 12 also demonstrate 
more of an interest in studying economics or 
commerce at university than other Year 12 students 
by receiving an offer to enrol in it or including it as a 
preference. 

Importance of Year 12 economics students for the 
university pipeline 

Although students who studied economics in Year 
12 have a much higher rate of enrolment in 
university economics than other Year 12 students, it 
is important to consider the pathway of all Year 12s 
who go on to enrol in university economics. This is 
because Year 12 economics students make up only 
a very small (and declining) share of the students 
who apply to university through UAC each year, and 
because studying economics at high school is not a 
prerequisite for doing so at university. 

Despite being a small group, Year 12 economics 
students make an important contribution to the 
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pipeline of students enrolling in economics and 
commerce courses. Around 60 per cent of high 
school students who enrol in university economics 
studied economics in Year 12 (Graph 3). Of the high 
school students who enrol in commerce courses, 
around 35 per cent studied economics in Year 12. 

Outside of economics, STEM (Science Technology 
Engineering Mathematics) students made up most 
of the remaining pool of students who enrol in 
economics at university (Graph 3).[6] In total, around 
90 per cent of high school students who enrol in 
university economics studied a STEM subject in Year 
12 and/or economics. (A similarly high share is 
found for those who enrolled in commerce 
courses.) 

Graph 4 shows enrolments in university courses 
over time. Studying economics in Year 12 has 
become more common among university 
economics students over the past 20 years or so 
and has been matched by a corresponding decline 
in the share of students who studied a STEM 
subject, but not economics, in Year 12. In contrast, 
the share of students who did not study either a 
STEM subject or economics in Year 12 is little 
changed in economics courses, but has increased 
significantly in commerce and other university 
courses (Graph 4). Together these data highlight 
that Year 12 economics students are increasingly 
important for the pipeline into university 
economics and also the particular challenge that 

Graph 2 
Preferences for University Commerce
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the economics discipline faces in attracting 
students from the broader student population. 

Enrolment gaps 
A student who did not enrol in an economics 
course at university may have not done so because 
they did not obtain the necessary selection rank (a 
‘performance gap’), or because they were not 
interested enough in the subject (an ‘interest gap’), 
or both. Taken together, these two drivers make up 
an (unobservable) ‘enrolment gap’. The two drivers 
are likely to be correlated: a student who is 
interested in a subject is more likely to work harder 
and so perform better; conversely, a student who 
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performs (or expects to perform) well in a subject is 
more likely to feel successful enough to pursue 
further study in it. 

Performance gaps and interest gaps could both be 
reduced by a suitable education intervention, such 
as the literacy and advocacy aspects of the RBA’s 
education program. Interventions targeting literacy 
are more likely to narrow performance gaps, while 
advocacy could boost interest, and therefore 
performance indirectly. Both forms of intervention 
could spur a student who would not otherwise 
have done so to enrol in a university economics 
course. 

Year 12 economics students 

Year 12 economics students who scored highly 
enough to receive a place in a university economics 
course, but did not enrol, only had an interest gap 
to close. This includes all of the students who were 
offered a place in an economics course, but chose 
not to enrol, as well as any others who scored highly 
enough to receive an offer (and may or may not 
have included an economics course among their 
preferences). Interventions targeting economics 
advocacy and careers, as opposed to those that 
target economic literacy, are likely to be most 
helpful for this group. For students who did not 
score highly enough to receive a place in an 
economics course, the enrolment gap contains a 
performance and possibly an interest component. 
All interventions are helpful for this group, though 
the enrolment gap is likely to be larger in absolute 
terms and progress may be required on both fronts. 
Closing the performance gap is more challenging 
than closing the interest gap, since economics is 
only one of the high school subjects that 
contributes to a student’s ATAR. 

Graph 5 shows performance outcomes for Year 
12 economics students, based on their preference 
for an economics course. The dashed line 
represents the cut-off for enrolment into economics 
courses, weighted by enrolments in each course. 
Students who showed an interest in university 
economics (did preference, offered or enrolled) 
performed better than their peers (did not 
preference), in both Year 12 economics and the 
ATAR. 
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Both the performance gap (Graph 6) and interest 
gap (Graph 7) varied by demography and in many 
cases were smaller for more socially advantaged 
groups. ‘Socially advantaged’ encompasses 
students from non-government (Independent and 
Catholic) schools, central Sydney schools and 
families whose parents had a university 
education.[7] Economics students from government 
schools, males, and students from outside of central 
Sydney performed less well than other students and 
were also more likely to have a performance gap 
(Graph 6). The performance gap was largest among 
students from (non-selective) government schools. 
At the same time, Graph 7 shows that Year 
12 economics students who showed an interest in 
university economics (and so had a smaller interest 
gap) were more likely to come from a socially 
advantaged background or be male. 

Despite showing less interest and a lower rate of 
enrolment into university economics, females 
consistently outperformed males (in Year 
12 economics and overall) and as a result were 
much less likely to have a performance gap 
(Graph 6). Though this accords with the general 
performance of female students in the HSC, 
outperformance is larger for female economics 
students. This finding is perhaps surprising given 
the large decline in female students studying 
economics and a lack of confidence with 
economics observed among females in the RBA 
student survey (Livermore and Major 2020). A larger 
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Performance of Year 12 Economics Students
Weighted average, by enrolment status in university economics*
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interest gap among females than males (Graph 7) 
might have arisen because of factors such as 
females’ (subjective) lack of confidence in their 
ability to do well in economics, higher perceived 
risks because of a lack information about economics 
and fewer clear perceptions of career opportunities 
from studying economics (Livermore and Major 
2020). 

Other Year 12 students 

Similar to Year 12 economics students, other 
students in Year 12 who did not have a 
performance gap tended to come from a socially 
advantaged background and/or be female 
(Graph 8). Students who studied a STEM subject in 
Year 12 were also less likely to have a performance 
gap than Year 12s who did not study STEM or 
economics (Graph 8). 

Students who took a STEM subject in Year 12 (but 
not economics) make a non-trivial contribution to 
the pipeline of students studying economics at 
university, though their decline in importance 
implies that an interest gap may have emerged 
among some types of STEM students where it did 
not exist before (Graph 4). Only a small share of 
STEM students ever show an interest in studying 
economics at university, comparable to the share of 

Graph 6 
Performance of Year 12 Economics Students
Weighted average ATAR, by enrolment status in university economics*
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interested students who do not study economics or 
STEM subjects (Graph 9). This does not necessarily 
mean that STEM students do not have the potential 
to show interest in economics. Rather, it probably 
just means that students taking STEM subjects are a 
large, multi-disciplined group who consider a wide 
range of options for university study. 

Implications for the Bank’s public 
education interventions 
Advocacy and literacy interventions each have a 
role to play in encouraging Year 12 students to 
consider economics at university. Aiming for a larger 
and more diverse cohort of Year 12 economics 
students is a key priority of the Bank’s public 
education program. Even though this pool of 
students has been diminishing, they have a higher 
rate of enrolment in university economics than do 
other students and make up a large and growing 
part of the pipeline from high school to university. 
Therefore, interventions that advocate Year 
12 economics to younger students are valuable, 
especially as they may also lead to a narrowing in a 
student’s enrolment gap for university economics. 

Literacy interventions are helpful for all Year 
12 economics students, but are most relevant for 
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students with a performance gap. As a result, they 
are likely to be most effective when delivered to 
students who are important for increasing the 
diversity of the economics student population 
(aside from females), because these students are 
more likely to have a performance gap to 
overcome. Particular effort is required in this group 
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to both close the performance gap and encourage 
engagement with economics, and is central to 
increasing economic literacy in the wider 
community. 

All Year 12 students may respond to advocacy 
interventions that encourage engagement with 
economics, especially those with a smaller overall 
gap to enrolment. A key area where the education 
program could address its diversity goal is by 
conducting more advocacy tailored specifically to 
females, as female students appear to need less 
academic support than males. For instance, this 
could involve leveraging our female Ambassadors 
as role models (Porter and Serra 2020, Li 2018). 
Those who take economics in Year 12 and those 
who come from socially advantaged backgrounds 
appear to have the smallest enrolment gap to 
overcome (in both performance and interest terms) 
and may be more responsive than others to 
advocacy interventions. As a result, advocacy to this 

group is likely the easiest path to increasing total 
enrolment numbers – but not diversity. 

Students who study STEM subjects (but not 
economics) may also be influenced by advocacy 
interventions. These could focus on raising 
awareness about economics, particularly among 
those who are currently not receiving information 
about it (Bayer, Bhanot and Lozano 2019, Chambers 
et al 2021). For instance, advocacy interventions 
could highlight economics as a career that pays 
well (Guttmann and Bishop 2018), offers 
opportunities to solve complex problems in a 
similar fashion to engineering and maths, and 
shapes policy that meaningfully affects society. 

An awareness of the size and composition of 
enrolment gaps among students can help the Bank 
further develop its public education program to 
best serve specific groups of students, based both 
on their needs and on the strategic objectives of 
the program.

Footnotes 
The author is from the Information Department and 
would like to thank Helen Tam from the University 
Admissions Centre for her assistance in putting together 
the data used in this article. 

[*] 

For example, students may qualify for an adjustment to 
their ATAR if they have a disadvantage or perform well in a 
particular subject. While the selection rank determines 
admission to most university courses, there are some 
exceptions (such as university courses where an interview 
is also required). Some students may also apply for 
admission directly to universities, which is outside the 
UAC system. 

[1] 

Within an offer round. There are multiple rounds of offers 
and students are free to adjust their preferences 
throughout the admissions process. If a student adjusts 
their preferences between offer rounds, they may then 
receive multiple offers. 

[2] 

Institutions can choose which adjustment factors they 
allow for a particular course, so a student’s selection rank 
will differ across courses and/or institutions. As a result, 
our dataset includes data on ATARs, rather than selection 
ranks, to allow for like-for-like comparison across courses 
and institutions. 

[3] 

These data are limited to high school students who finish 
Year 12 and apply to university through UAC. We cannot 
assess the profile of other students enrolling in university 
economics (including those who enrol outside of the UAC 
system). Partial data on UAC applicants that do not 
transition from high school straight into university 
suggests that the pipeline from high school is the most 
important group for university economics courses. 

[4] 

Students are considered to have included a university 
course as a preference if it was in their top 5 choices at 
some point during the admissions cycle. 

[5] 

STEM subjects include advanced mathematics (plus 
extensions 1 and 2), chemistry, physics, engineering 
studies, information processes and technology and 
software design and development. 

[6] 

The definition of central Sydney in the dataset 
encompasses all of the inner ring of Sydney and parts of 
the middle ring with a number of suburbs with high 
socio-economic status. Areas included are City and Inner 
South, Eastern Suburbs, Inner South West, Inner West, North 
Sydney and Hornsby, Northern Beaches, Ryde (at the 
Statistical Area 4 level). 

[7] 
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Bank Fees in Australia During the 
COVID-19 Pandemic 

Karl Sparks and Megan Garner[*] 
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Abstract 

The Reserve Bank’s annual survey of bank fees shows that their fee income from both households 
and businesses in Australia declined notably over 2020 due to the disruption to economic activity 
caused by the COVID-19 pandemic. 

Banks’ overall income from fees declined 
in 2020 
Since 1997, the Reserve Bank has undertaken an 
annual survey of the fees that banks earn through 
their Australian operations.[1] The survey focuses on 
fee income from the provision of loans, deposit 
services and payment services. The survey excludes 
fees from banks’ funds management and insurance 
operations, and fee income from operations outside 
of Australia. The 24th annual bank fee survey 
included 15 institutions that represent around 
90 per cent of the Australian banking sector by 
balance sheet size.[2] This article summarises the 
results from this latest survey, covering banks’ 
financial years ending between March and 
December 2020. Accordingly, it primarily covers the 
period of the initial economic impact of the 
COVID-19  pandemic.[3] 

Domestic banking fee income declined sharply in 
2020, as the effects of the COVID-19  pandemic 
reduced spending and financial activity in the 
Australian economy (Graph 1; Table 1). This reflected 
reduced fee income from both businesses and 
households. Business fee income accounts for 
around two-thirds of banks’ overall fee income, 
while households account for the remaining one-
third of banks’ fee income. The ratio of lending fee 
income to assets (loans) declined a little, continuing 
the trend of recent years. Deposit fee income 
decreased slightly relative to the value of deposits. 

Fee income from households declined 
Banks’ fee income from households fell by 
10 per cent in 2020. This is the largest decline in 
banks’ fee income from households since the 
2010 survey, when banks significantly reduced 
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Table 1: Banks' Fee Income
(a) 

  Households Businesses Total 
  Level Growth Level Growth Level Growth 
  $ million Per cent $ million Per cent $ million Per cent 

2017 4,490 3.3 7,922 3.4 12,412 3.4 

2018 4,200 −6.5 8,134 2.7 12,334 −0.6 

2019 3,963 −5.6 8,305 2.1 12,269 −0.5 

2020 3,559 −10.2 7,888 −5.0 11,446 −6.7 
(a) Growth rates and totals may differ from sub-totals due to rounding 

Source: RBA 

Table 2: Banks' Fee Income from Households
(a) 

  2018 2019 2020 
Annual 

growth 2020 
Average annual 

growth 2014–19 
  $ million $ million $ million Per cent Per cent 

Loans 3,230 3,149 2,898 −8.0 1.2 

– Housing 1,170 1,160 1,188 2.4 −0.4 

– Personal 354 348 313 −9.9 −1.0 

– Credit Cards 1,706 1,641 1,397 −14.9 2.9 

Deposits 914 755 617 −18.4 1.2 

Other Fees(b) 56 59 44 −26.2 0.1 

Total 4,200 3,963 3,559 −10.2 −1.0 
(a) Growth rates and totals may differ from sub-totals due to rounding 

(b) Includes banking-related fee income from households that cannot be directly related to an individual deposit or loan account (for example, travellers’ 
cheque or foreign exchange fees) 

Source: RBA 

exception fees (which include dishonour, late 
payment and break fees) on deposit and credit card 
products. The decline in fee income in 
2020 reflected a reduction in fee income from credit 
cards, household deposit accounts and personal 
loans as the economic effects of the COVID-19 
pandemic led to reductions in household spending 
and associated transactions. On the other hand, fee 
income from housing loans increased alongside 
higher mortgage refinancing activity (Graph 2; 
Table 2). Fee income from households continued to 
consist largely of fees on credit cards (39 per cent), 
housing loans (33 per cent) and deposit accounts 
(17 per cent). 

Fee income from deposit accounts declined by 
18 per cent in 2020, reflecting broad-based declines 
in income from account-servicing fees, transaction 

fees and fees from other sources (for example, 
currency conversion, international cheque and 
money transfer fees). Banks noted that this reflected 
the impact of the COVID-19  pandemic, which 
reduced the number of transactions that 
consumers made using their deposit accounts, both 
domestically and abroad (for example, fewer 
international ATM withdrawals). The increased 
prevalence of fee waivers – either for certain 
customers or under certain conditions (such as 
when a minimum amount is deposited each 
month) – also contributed to the decline, 
continuing the trend seen in recent years (Crews 
and Lewis 2020). 

Fee income from housing loans rose in 2020. This 
reflected an increase in account-servicing fees and 
other housing loan fee income, which was partly 
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offset by lower income from transaction fees. The 
increase in fee income from housing loans is 
consistent with the high level of mortgage 
refinancing throughout 2020, as borrowers took 
advantage of the very low level of housing interest 
rates. When a borrower refinances their mortgage 
with another lender, they generally pay fees to both 
their new and previous lenders. These switching 
costs typically include an application or 
establishment fee for the new loan and a fee to 
discharge the old loan. 

Income from fees on personal loans declined by 
10 per cent in 2020; this includes fees associated 
with term loans, margin loans to households and 
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home-equity loans where the predominant 
purpose is not known. A reduction in account-
servicing fees was partly offset by an increase in 
transaction and other fees. The reduction in income 
from fees on personal loans is consistent with the 
sharp contraction in personal credit over 2020, as 
spending opportunities declined following the 
introduction of the COVID-19  containment 
measures in March last year. 

Similarly, households’ use of credit cards and credit 
card debt outstanding declined at the onset of the 
COVID-19  pandemic, leading to a 15 per cent 
decline in banks’ fee income from credit cards over 
2020. As discussed above, this was the largest 
decline in fee income from credit cards since banks 
substantially lowered exception fees in late 2009. 
The decline in banks’ fee income from credit cards 
was broadly based, reflecting declines in income 
from account-servicing fees, transaction fees (for 
example, foreign exchange and cash advance fees), 
and exception fees. A reduction in the number of 
credit card accounts also contributed to the decline 
in fee income. In contrast, changes in unit fees were 
mixed in 2020 – annual fees on rewards cards 
increased, while annual fees on non-rewards cards, 
foreign currency conversion fees and late payment 
fees all declined (Table 3). 

Income from exception fees charged to households, 
which form part of fee income from deposit 
accounts, housing loans, personal loans and credit 
cards, declined again in 2020 (Graph 3). This largely 
reflected lower exception fees on credit card and 
deposit accounts, with banks noting COVID-19  relief 
packages as a contributing factor. The decline in 
exception fees is a continuation of the trend seen in 
recent years, as banks have removed or reduced 
informal overdraft fees following the Royal 
Commission into Misconduct in the Banking and 
Superannuation and Financial Services Industry in 
2018. In contrast, exception fee income from 
housing loans rose, in part owing to increased early 
repayment and break fees because of mortgage 
refinancing activity. 

Business fee income also declined 
Total fee income from businesses decreased by 
5 per cent over 2020, owing to lower fee income 

B A N K  F E E S  I N  AU S T R A L I A  D U R I N G  T H E  CO V I D - 1 9  PA N D E M I C

B U L L E T I N  –  J U N E  2 0 2 1     7 3



Table 3: Unit Fees on Credit Cards
(a) 

  2018 2019 2020 
Annual growth 

2020 
        Per cent 

Annual fees ($) 

– Non-rewards cards 54 54 53 −1.5 

– Rewards cards 203 211 216 2.3 

– All cards 138 140 138 −1.7 

Other fees 

– Foreign currency conversion fees (per cent of value) 2.5 2.6 2.5 −5.0 

– Late payment fee ($) 19 19 18 −0.7 
(a) Simple average of advertised fees for cards issued by the major banks; only cards that are available to new cardholders are included in the sample; 

note that changes in the sample affect the average fee; includes fee-free cards; does not include any fee waivers or reductions; as at the end 
December of each year. Growth calculations are based on unrounded numbers. 

Sources: Major banks’ websites; RBA 

Table 4: Bank's Fee Income from Businesses
(a) 

  2018 2019 2020 

Annual 
growth 

2020 
Average annual 

growth 2014–19 
  $ million $ million $ million Per cent Per cent 

Deposit accounts 571 572 533 −6.8 −0.8 

– of which: exception fees 68 69 53 −22.3 10.8 

Loans 3,240 3,317 3,328 0.3 1.8 

– of which: exception fees 41 48 51 7.0 1.2 

Merchant service fees 3,127 3,190 2,909 −8.8 5.6 

Bank Bills 15 8.9 5.4 −39.1 −27.7 

Other 1,182 1,218 1,112 −8.7 −1.1 

Total 8,134 8,305 7,888 −5.0 2.4 

– of which: exception fees 109 116 104 −10.3 6.2 
(a) Growth rates and totals may differ from sub-totals due to rounding 

Source: RBA 

from both small and large businesses (Graph 4; 
Table 4). The decrease in fee income from 
businesses mainly reflected a fall in ‘merchant 
service fee’ income from processing card 
transactions (Graph 5; discussed below). Fee income 
from business deposit services and other sources 
also declined. Fee income from businesses 
continued to consist largely of fee income from 
loans (42 per cent) and merchant service fees 
(37 per cent). 

Fee income from business loans was little changed 
in 2020, as higher fee income from loans to large 
businesses was offset by lower fee income from 
loans to small businesses. The increase in fee 
income from large business loans primarily reflected 
an increase in fee income from account-servicing 
fees, though other fee income also increased. This is 
consistent with precautionary drawdowns of credit 
by large businesses at the beginning of the 
pandemic in 2020, while lending to small and 
medium-sized businesses was little changed over 
2020 (Bank and Lewis 2021). 
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Merchant service fee income declined notably over 
2020 (Graph 6; left hand side). These fees typically 
include a mix of fixed fees, such as for card payment 
terminals, and transaction fees for each card 
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payment. COVID-19 -related economic lockdowns 
reduced consumer spending for a time, which in 
turn led to fewer transactions being processed and 
fewer merchant service fees paid to banks overall. 

In addition to fewer transactions, merchant service 
fee income declined in 2020 because banks offered 
fee waivers to support businesses during the 
COVID-19 -related lockdowns. These fee waivers also 
contributed to a decline in banks’ merchant service 
fee income as a share of the value of credit and 
debit card transactions over 2020, or, in other words, 
a decline in the fee income per dollar transacted 
with credit and debit cards (Graph 6; right hand 
side). This decline in the share was also supported 
by an acceleration in the ongoing shift from credit 
to debit cards, as people reduced their use of credit 
cards during the pandemic (Reserve Bank of 
Australia 2020). Because debit cards typically attract 
a lower fee per transaction than credit cards, a shift 
from credit cards to debit cards leads to lower fees 
paid by merchants for the same number of 
transactions. 

The decline in merchant service fee income in 
2020 was the largest decline since 2004, when 
interchange fees – the fees paid by a merchant’s 
bank to a cardholder’s bank whenever a card 
purchase is made – declined significantly following 
the Reserve Bank’s reforms to credit card 
interchange fees in 2003 (Reserve Bank of Australia 
2005). 

Fee income from business deposit accounts 
decreased by 7 per cent in 2020, largely reflecting 
reduced transaction fees and other fee income. The 
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reduction in transaction fees is consistent with the 
slowdown in economic activity during 
2020 because of the COVID-19  pandemic and the 
fee waivers that banks provided to businesses to 
support customers during this time. Around two-
thirds of fee income from business deposits was for 
deposit services provided to small businesses. 

Bank bill fee income also declined over 2020, which 
continues the trend seen in the past few years. This 
reflected businesses continuing to shift from bank 
bills to other, more flexible lending products, with 
some banks ceasing to offer bank bills in response.
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some changes in participants’ reporting methodology. 
Where possible, data have been revised to reflect this. 

[2] 

Improved data on bank fees are scheduled to be reported 
from November 2021 as part of the new Economic and 
Financial Statistics (EFS) collection – these data are 
designed to be more consistent across institutions, 
including because they will be based on a consistent 
reporting period. For more information on the EFS 
collection, see (Garner 2020). 
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Low Interest Rates and Bank Profitability 
– The International Experience So Far 

Mark Hack and Sam Nicholls[*] 
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Abstract 

This article discusses the effect that low interest rates may have on bank profits, and reviews the 
experience of banks in economies that have had very low interest rates for an extended period. In 
the short to medium run, low or negative interest rates appear to reduce bank profits only a little, 
after accounting for the positive effects of lower interest rates on loan losses and demand for 
credit. However, the negative effects on bank profits increase when interest rates remain very low 
for a prolonged period. The profits of smaller banks – which have more household deposits, 
limited pricing power or less capacity to adjust their activities – are more sensitive to a prolonged 
period of low interest rates. 

Short- and long-term interest rates have fallen to 
very low levels in many advanced economies, 
following decades of decline (Graph 1). Market 
pricing indicates that interest rates are expected to 
remain at low levels for at least several years. While 
low rates are appropriate to support economic 
activity during times of weak growth, they can also 
facilitate a build-up of risk in the financial system. 
One way low interest rates might increase risk is by 
weighing on bank profits, thereby lowering their 
resilience. 

Why does bank profitability matter? 
Profitable banks are an important part of a stable 
financial system. Profits are a buffer against which 
banks can write off loan losses and a source of 
funds for rebuilding capital should a bank incur 
large losses. They also allow banks to attract outside 
capital. However, it is important to consider bank 
profits on a risk-adjusted basis. Very high bank 
profitability can reflect very high risk-taking, which 
can threaten financial stability. High profits could 
also reflect a lack of competition. 
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Bank profitability can also influence the 
transmission of monetary policy by affecting banks’ 
willingness or ability to extend credit. In principle, if 
very low interest rates reduce bank profits 
substantially, then the net benefits from easing 
monetary policy further could decrease. In the 
extreme, easing policy could be self-defeating if 
lower profitability reduced banks’ willingness to 
supply new credit (Brunnermeier and Koby 2019; 
Eggertsson et al 2019). Similarly, a given reduction in 
policy interest rates may provide less stimulus when 
interest rates are already low if banks widen their 
lending spreads to protect their profitability (Brassil, 
Cheshire and Muscatello 2018). 

How can low interest rates affect bank 
profitability? 
As banks adjust to a low interest rate environment, 
there will be various effects on their profits. Some 
effects are positive, others negative and some are 
ambiguous. Additionally, the speed, magnitude and 
persistence of the effects can vary by bank, 
depending on the characteristics of their funding 
and lending, and the nature of their operations. 

When asking what effect low interest rates have on 
bank profits it is important to consider what would 
happen to banks’ profits if interest rates were 
unchanged in the face of a weakening economy. 
Bank profits generally depend on households and 
businesses having demand for credit and the ability 
to repay it with interest. If interest rates were kept 
high while the economy weakened, the capacity of 
households and businesses to borrow and repay 
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loans would be diminished and banks’ profits would 
ultimately suffer. In this sense, lower interest rates 
support bank profits because they reduce the 
negative impact of weaker economic activity. 

Net interest margin 

The core activity of most banks is lending, and they 
make money from this by lending at interest rates 
that are higher than what they pay for their funding. 
The net interest margin (NIM) (the ratio of net 
interest income to interest earning assets) is 
therefore a key indicator of bank profitability. If a 
decline in policy interest rates results in banks’ 
funding costs declining by less than their lending 
rates, then NIMs will narrow and bank profits will 
decline (all else being equal). There are several 
reasons why this might happen. 

The lower bound on deposit rates 

As short-term interest rates become very low, a 
greater share of deposit rates may reach their 
effective lower bound. The effective lower bound is 
the limit on how low deposit rates can go. In 
principle, deposit rates can be negative, but 
negative rates give customers an incentive to 
withdraw their deposits from the banking system 
(e.g. by holding physical cash), and this causes a 
limit on how low negative deposit rates can go. The 
cost of moving money out of the banking system is 
larger for businesses and other large depositors (e.g. 
the cost of insuring large amounts of cash) so the 
lower bound on their deposits is further below zero 
than for household deposits. Rather than charge 
negative rates, banks can charge fees on deposit 
accounts, though this still gives customers an 
incentive to withdraw their deposits. 

If lending rates continue to decline when deposit 
rates have reached their lower bound, then NIMs 
will narrow. The implications of the lower bound on 
deposit rates for banks’ funding costs depends on 
the amount and composition of deposit funding. In 
aggregate, US banks source 80 per cent of their 
funding from deposits, most of which are from 
households (Graph 2). By contrast, UK and Swedish 
banks fund around 40 per cent of their assets with 
deposits, around half of which is from households. 
Banks in Denmark fund only around 20 per cent of 
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their assets with deposits.[1] Non-deposit sources of 
funding (such as bonds) have more scope to pay 
negative interest rates, so lower interest rates 
should have less effect on bank profits in countries 
with lower deposit shares of funding. 

Asset yields 

The effect of low rates on banks’ NIMs also depends 
on how banks adjust their lending rates. The degree 
and speed of adjustment in banks’ lending rates 
depends on their pricing power and the 
composition of their assets. Banks with more pricing 
power can ensure the decrease their lending rates is 
closer to the decrease in their funding costs, leaving 
their NIMs less affected. Similarly, banks with fixed-
rate loans may experience a temporary widening of 
NIMs when interest rates decline, though in the 
long run, average lending rates will decline as new 
loans are written and older loans mature. Banks can 
also increase their lending rates by lending to riskier 
borrowers; although this may weigh on future 
profits if this behaviour leads to higher losses. 

Banks’ holdings of (low-yielding) liquid assets may 
increase when interest rates decline, which further 
lowers their NIMs. In recent years central banks have 
increasingly used large-scale asset purchases as 
policy rates have fallen to very low levels. These 
asset purchases can leave banks with more liquid 
assets in the form of (low-yielding) deposits at their 
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central bank (Graph 3). The negative effects on asset 
yields can be mitigated by central bank actions. 
Some central banks have used ‘tiering’ of bank 
reserves, whereby a portion of banks’ reserves 
receive a higher interest rate.[2] Additionally, 
availability of cheap funding from central banks, 
including through term lending facilities, also helps 
to mitigate pressure on banks’ NIMs when interest 
rates are low. 

Flattening yield curves 

A flatter yield curve can also narrow banks’ NIMs. 
Yield curves do not necessarily flatten when interest 
rates decline, but can do so, especially when 
interest rates approach very low levels (Graph 4). 
This partly reflects that central banks have sought to 
lower longer-term rates as short-term rates have 
approached their lower bound. Banks typically 
borrow short term (e.g. deposits) and lend long 
term (e.g. mortgages). As such, when yield curves 
flatten (and the difference between long- and 
short-term rates declines), banks’ NIMs narrow. The 
narrowing may be delayed for banks whose assets 
reprice slower than their liabilities. 

Zero-interest equity funding 

A portion of banks’ funding is from equity, which 
bears no interest regardless of the level of interest 
rates. This limits the extent to which changes in 
interest rates flows through to bank funding costs 
and causes NIMs to change with interest rates.[3] 

Common equity accounts for about 10 per cent of 
global systemically important banks’ funding. As a 
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simplified example, if interest rates on all of a bank’s 
assets and non-equity liabilities fell by 100 basis 
points, and 10 per cent of funding is from equity, 
then the NIM would narrow by 10 basis points. 

Positive effects of low interest rates on bank 
profits 

Lower interest rates can also increase bank profits in 
several ways. Lower interest rates support economic 
growth and reduce interest burdens for indebted 
households and businesses. Since lower rates 
contribute to a stronger economy and more 
resilient households and businesses, they lower 
banks’ impairment expenses both because 
borrowers are better placed to service their debt 
and because prices of assets that banks have as 
collateral should be higher. Lower interest rates also 
increase demand for credit which supports bank 
profits. Stronger credit growth and refinancing 
activity (which typically increases when interest 
rates fall) also increases banks’ fee income. Indeed, 
Brei, Borio and Gambacorta (2019) find that ‘low 
interest rates induce banks to rebalance their 
activities from interest-generating to fee-generating 
and trading activities’. Finally, banks will book capital 
gains on their holding of financial assets when 
interest rates decline, though this should be a one-
time boost to profits. 

Bank profitability in economies with very 
low interest rates 
Since the global financial crisis (GFC), some 
countries have adopted negative policy rates, some 
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have maintained positive but low policy rates and 
others have maintained rates well above zero. 
Overall, there is no obvious relationship between 
change in profitability (measured by the return on 
assets (ROA)) and interest rates across a sample of 
advanced economies. Comparing the blue and 
purple bars in Graph 5, bank profits have decreased 
in some economies that implemented negative 
policy rates since the GFC, such as Japan and the 
euro area. But in others, such as Sweden, 
Switzerland and Denmark, bank profits have been 
maintained. Economies that have maintained 
positive interest rates, such as the United States, 
Canada and Norway have generally not seen a 
deterioration in bank profits since the GFC. 

Even focusing more narrowly on NIMs, the 
component of profits that is most directly related to 
interest rates, there is no clear relationship. In some 
countries that adopted negative policy rates, such 
as Japan and Denmark, NIMs narrowed (Graph 6). In 
Japan’s case, this is because deposit rates have been 
around zero since the early 2000s, while lending 
rates declined owing to competition between 
lenders. However, in other jurisdictions that 
adopted negative rates, such as the euro area, 
Switzerland and Sweden, the story is less clear. In 
Switzerland and Sweden, NIMs increased after the 
GFC until about 2015 as deposit rates declined 
faster than lending rates. Banks also increased 
higher-risk (and higher-yielding) residential and 
commercial property lending over this period. Since 
2015, NIMs have declined a little as interest rates fell 
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further below zero and banks were reluctant to pass 
these declines through to deposit rates. In the euro 
area, NIMs were broadly flat up until 2019. This 
reflects that euro area banks were able to match a 
decline in their lending rates with lower deposit 
rates, including by introducing negative deposit 
rates in some cases (see ‘Negative deposit rates’ 
section below). 

In 2020, NIMs declined sharply for most advanced 
economy banks. This reflects a combination of 
factors, including greater holdings of low-yielding 
assets such as central bank reserves (see Graph 3), 
and a sharp flattening of yield curves (See Graph 4). 

In countries that maintained positive but low policy 
rates, NIMs have generally been little changed since 
the GFC. However, as interest rates declined sharply 
in 2020, NIMs also declined, especially in the United 
States. 

Negative deposit rates 

European banks have increasingly charged negative 
interest rates on their deposits over the past couple 
of years. According to the European Central Bank 
(ECB), 7 per cent of at-call retail banking deposits in 
the euro area were subject to negative interest rates 
as of November 2020 (ECB 2020).[4] The share of 
euro area retail term deposits with negative interest 
remained negligible, but banks have benefited from 
a continued shift of deposits into at-call accounts 
(Graph 7). In Denmark, the average outstanding 
interest rate on household term deposits reached 
−15 basis points in January 2021. 

Graph 6 
Net Interest Margins

Ratio of net interest income to total assets

Negative policy rate
economies

20142008 2020
0.00

0.75

1.50

2.25

%

Denmark

Sweden

Switzerland
Japan

Euro area

Positive policy rate
economies

20142008 2020
0.00

0.75

1.50

2.25

%

UK

US

Canada

Norway

Sources: RBA; S&P Global Market Intelligence

Using confidential data, Altavilla et al (2019) report 
that in the euro area one-quarter of non-financial 
corporate deposits had a negative deposit rate as of 
late 2019. However, most accounts incurred only 
small negative interest rates at the time. More 
timely, though less detailed, public data indicate 
that average rates on new corporate term deposits 
declined to −30 to −40 basis points or lower in 
some euro area economies in late 2020, including 
Belgium, Germany, the Netherlands and Spain. New 
interest rates on corporate deposits in Switzerland 
and Denmark have recently reached −40 and 
−50 basis points. 

Smaller banks 

The discussion so far has focused on aggregate 
profitability, which is dominated by large banks. 
Comparing aggregate with median outcomes 
indicates the extent to which the aggregates have 
been driven by factors specific to large banks. For 
example, smaller banks tend to use more deposit 
funding, and their NIMs might compress more 
when interest rates decline because of the effective 
lower bound on deposit rates. 

The median change in ROA was larger (more 
negative) than the change in the aggregate for 
several economies that adopted negative interest 
rates, indicating that smaller banks have seen a 
larger decline in profits. In particular, prior to 
COVID-19 , the median ROA in the euro area, Japan, 
Denmark and Switzerland had contracted by 
roughly 25–30 basis points relative to the GFC, 
compared to smaller contractions in the weighted-
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average ROA (Graph 8). However, Sweden had the 
opposite outcome. The evolution of smaller banks’ 
profitability was more similar to that of large banks 
in positive policy rate economies. 

The under-performance of smaller banks in 
negative interest rate economies partly reflects that 
their NIMs have declined relative to larger banks 
(Graph 9). The sharper fall in smaller banks’ NIMs 
following the GFC mostly occurred after policy 
interest rates first turned negative in 2014. Smaller 
banks use more household deposit funding. They 
also tend to have lower pricing power for lending 
compared with large banks, and so have not been 
able to raise lending margins to offset pressure on 
their NIMs. 

Smaller banks have attempted to offset the 
narrowing in their NIMs by cutting operating costs 
and/or increasing fee income. For example, smaller 
Danish banks have increased their fee and 
commission income from 1 per cent to 2 per cent of 
assets, on average. 

What are the estimates of the causal effects 
of low interest rates on banks’ profitability? 
Over the past decade, a growing range of single- 
and cross-jurisdiction studies have attempted to 
estimate the causal effect of interest rates on bank 
profitability, holding other factors constant. Causal 
effects are commonly estimated with panel 
regressions, tracking data on multiple banks 
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through time. In these regressions, bank profitability 
is regressed against the short-term interest rate and 
yield curve slope. Other variables are also included 
to control for both individual bank characteristics 
and macroeconomic conditions that influence bank 
profitability. 

Despite the commonality in the approach, there are 
a range of findings in the literature. Several papers 
find modest effects of lower interest rates on bank 
profitability. For example, Alessandri and Nelson 
(2015) find that for UK banks, a 100 basis point fall in 
interest rates is associated with a 4 basis points 
contraction in ROA after one quarter. Busch and 
Memmel (2015) find that a 100 basis point fall in the 
level of interest rates is associated with a 7 basis 
point contraction in the NIMs of German banks. 
However, Borio and Gambacorta (2017) find large 
effects of interest rates on the profitability of large 
advanced economy banks. They estimate that a 
100 basis point fall in interest rates is associated 
with a 25 basis point fall in banks’ ROA after one 
year, with this effect increasing up to 40 basis points 
when interest rates are very low. The profitability of 
smaller, less diversified and more deposit-funded 
banks is more negatively affected by low interest 
rates (Lopez, Rose, and Spiegel 2018 and Deutsche 
Bundesbank 2017). 

In contrast, other papers find a negligible effect of 
interest rates changes on bank profitability. For 
example, Genay and Podjasek (2014) and Bikker and 
Vervliet (2017) both find that lower interest rates 
have a negligible effect on US banks’ profitability, 
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mainly because higher fees and lower loss 
provisions offset downward pressure on NIMs. 

A prolonged period of low rates is found by several 
studies to have a larger negative effect on bank 
profits. For example, Claessens, Coleman, and 
Donnelly (2018) find that ROA is 25–30 basis points 
lower after being in a low interest rate environment 
for 4 years. Similar results are found in ECB (2020). 
These results emerge because the negative effect of 
low interest rates on NIMs is very persistent, and is 
estimated to outweigh the positive effects on other 
components on bank profits (some of which are 
temporary) (Brei et al 2019). 

Altavilla, Boucinha and Peydró (2018) argue that 
many studies in this area could be biased because 
they don’t fully account for the common effect of 
GDP on bank profits and interest rates. They include 
macroeconomic forecasts as additional controls and 
find no robust association between interest rate 
changes and euro area banks’ profitability in the 
short run. A similar result was found by Stráský and 
Hwang (2019). Altavilla et al (2018) do find that 
profitability is lower during prolonged periods of 
low interest rates, but the estimated effect is small – 
about 2½ basis points for each additional year in a 
low interest rate environment. The authors also 
argue that this effect is likely outweighed by the 
positive effects of lower interest rates on the 
macroeconomy. 

In recent years more studies have focused 
specifically on the effect of negative rates on bank 
profitability. Turk (2016) and Basten and Mike (2018) 
find that banks’ profitability has been resilient 
following the introduction of negative interest rates, 
at least in the short- to medium-term. Rostagno et al 
(2019) also estimate that euro area bank profitability 
would have been lower in counterfactual scenarios 
in which the policy interest rate was non-negative. 
By contrast, Beauregard and Spiegel (2020), 
Urbschat (2018) and Eggertsson (2019) find that 
negative interest rates negatively affect banks’ 

profitability in the longer run, partly because of 
banks’ limited ability to pass along negative rates to 
depositors or otherwise adjust their business 
models. These papers are consistent with studies 
that find that the introduction of negative interest 
rates has negatively affected bank share prices, 
which contain within them expectations of long-
run bank profitability (Ampudia and van den Heuvel 
2019; Bats, Giuliodor and Houben 2020; Hong and 
Kandrac 2018). 

Overall, the available evidence indicates that lower 
interest rates typically have a negligible to modest 
negative effect on bank profitability in the short run. 
This is at least partly because of the positive effect 
that lower interest rates have on economic growth 
and banks’ asset quality, which offsets the negative 
effects of lower interest rates on NIMs. However, 
there is evidence that bank profitability falls further 
when interest rates are at low levels and remain low 
for a prolonged period. Smaller banks’ profitability is 
also more sensitive to lower interest rates, both in 
the short and longer run. 

Conclusion 
International experience since the GFC has not 
borne out a clear relationship between interest 
rates and bank profits across jurisdictions. Some 
economies that have adopted negative interest 
rates have seen their banks maintain profits, while 
others have seen profits decline. The growing 
literature on the topic provides some common 
conclusions. In the short run, most studies find at 
most a modest negative effect of lower interest 
rates on bank profits in aggregate, but larger effects 
for smaller banks. However, some authors (such as 
Altavilla et al 2018) have raised concerns about the 
approaches taken in these studies and argue that 
the effects are negligible, particularly in the short 
term. There is stronger evidence that bank profits 
decline in prolonged low interest rate 
environments.
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Abstract 

Underemployment in Australia has been moving higher for several decades. This article reviews 
the trends that have been driving this, including the long-run increase in part-time employment 
and changes in how the labour market adjusts to fluctuations in labour demand. The article also 
discusses the implications of the upwards trend in the underemployment rate for assessing spare 
capacity in the labour market. One implication is that the unemployment rate may need to 
decline by more than has previously been the case before wage pressures start building strongly. 

Introduction 
Historically, the unemployment rate has been used 
as the key indicator for measuring spare capacity in 
the labour market. However there is growing 
evidence that the underemployment rate – the 
share of workers in the economy who want and are 
available to work additional hours – has increased in 
importance as a measure of spare capacity. 
Underemployed workers represent additional 
labour supply that can be called upon before there 
is upward pressure on wages. Underemployment 
also affects the welfare of Australians, if increasing 
underemployment indicates that an increasing 

number of workers are not able to earn enough 
income to satisfy their needs.[1] 

Underemployment in Australia has been increasing 
for several decades, driven by both structural and 
cyclical factors; in contrast, over the same period 
the unemployment rate has fluctuated but has 
broadly moved lower (Graph 1). In this article, we 
discuss the factors that have shaped the path of the 
underemployment rate in Australia over recent 
decades, how people transition in and out of 
underemployment, and what this means for 
assessing spare capacity in the Australian labour 
market. 
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What is underemployment and how is it 
measured? 
An underemployed person is someone who is 
currently employed, but who would like and is 
available to work additional hours.[2] In particular, 
despite having one or more jobs, there is a shortfall 
between that person’s preferred number of hours 
and their actual hours worked. In this article we 
term employed people without such a shortfall in 
hours as ‘sufficiently employed’, though some might 
be ‘over-employed’, working more hours than they 
would prefer (allowing for the lower income 
involved in reducing hours). 

Underemployment is also different from unemploy
ment, since, even when an underemployed person 
is working zero hours (for instance, due to being 
temporarily stood down), they are still classified as 
employed because they have an existing 
connection to at least one employer. But, like 
unemployment, underemployment represents 
additional hours of labour supply that are available 
from the current labour force. Measures of 
underemployment are therefore important 
complements to the unemployment rate in 
assessing how much labour market spare capacity 
could be called upon to increase production of 
goods and services in the economy. 

The Australian Bureau of Statistics (ABS) headline 
measures of underemployment capture 2 groups of 
people: 

Graph 1 
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• part-time workers (defined as those who usually 
work less than 35 hours a week) where the 
hours worked in a given reference period are 
below their preferred hours, and they are 
available for those additional hours (Figure 1) 

• full-time workers (defined as those who usually 
work 35 hours a week or more) who worked less 
than 35 hours during the reference week 
because they had insufficient work or were 
stood down; someone who is working at least 
35 hours per week is not categorised as 
underemployed, even if they want additional 
hours.[3] 

These definitions mean that headline measures 
capture only underemployment for people who are 
working fewer than 35 hours a week, which is much 
more common for part-time than full-time workers. 
On the other hand, an underemployed full-time 
worker is typically seeking to be restored to full-time 
work, and so wants a larger amount of additional 
hours than does a part-time worker; on average 
over 2015 to 2019, underemployed full-time 
workers sought an additional 22 hours of labour 
(about 3 days per week), while part-time workers 
sought around 15 hours (or 2 days) of extra work. 

The ABS collects information on underemployment 
as part of its monthly Labour Force Survey. A heads-
based measure of the underemployment rate is 
calculated as the number of underemployed 
people as a share of the labour force, the latter 
being the number of people who either are 
employed or are unemployed (Graph 2). 
Underemployment can also be reported as the 
number of underemployed people as a share of all 
employed persons – termed an underemployment 
ratio. Heads-based measures count all 
underemployed people the same, irrespective of 
differences in the shortfall in preferred hours. 
Alternative measures that account for the additional 
hours available from underemployed people are 
known as volume or hours-based measures. 

The heads-based underemployment rate has 
trended up over time, and has been around 
historically high levels for several years (looking 
through the pandemic-related spike in 2020). The 
hours-based measure has also moved higher over 
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the past 10 years, although to a lesser extent. In 
April 2021 the heads-based underemployment rate 
was 7.8 per cent; that is, nearly 1.1 million people 
were underemployed, out of the total labour force 
of a little under 14 million people. Of these, around 
1 million were part-time underemployed people, 
which was around one-quarter of all part-time 
workers. Full-time workers typically comprise only a 
small share of total underemployment; 2020 was an 
exception, as discussed in Box A. 
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What has driven the increase in 
underemployment in Australia? 
Structural changes in Australia’s labour market over 
the past 40 years have been an important part of 
the increase in underemployment. In particular, for 
much of this period, the share of part-time employ
ment has been increasing. More recently, employers 
have increasingly tended to adjust their workforce 
by changing the hours of existing employees, rather 
than changing headcount. This has also contributed 
to the increase in underemployment. 

Underemployment and the increase in part-time 
employment 

Over the past 40 years the share of part-time 
employment has roughly doubled, from around 
15 per cent of total employment in the late 1970s, 
to around one-third at present (Graph 3). This has 
been a key driver of the longer-run increase in the 
underemployment rate since, on average, the share 
of part-time workers who are underemployed has 
been much higher than for full-time workers. The 
long-run average underemployment ratio is around 
25 per cent for part-time workers, but only around 
1 per cent for full-time workers; as discussed above, 
this largely reflects differences in how 

Figure 1: Underemployment – actual and preferred hours 
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underemployment is measured for part-time and 
full-time workers. 

Decomposing movements in underemployment 
reveals that around half of the increase since the 
early 1980s has been due to the gradual upwards 
trend in the share of part-time employment. This is 
shown in Graph 4 as the ‘between effect’ – changes 
between the relative shares of full-time and part-
time employment in Australia’s labour market.[4] 

Importantly though, the remaining half of the 
cumulative change over the past 4 decades has 
been due to changes in the prevalence of 
underemployment within the groups of full-time 
and part-time employees; this more variable 
component of underemployment is discussed 
further below. 

Underemployment is not evenly distributed across 
industries, which has implications for how the 
effects of underemployment are distributed across 
the community. Unsurprisingly, industries with 
higher levels of part-time employment have higher 
levels of underemployment (Graph 5). 
Underemployment is most prevalent in the 
‘accommodation & food services’, ‘arts & recreation 
services’ and ‘retail trade’ industries, which all have 
relatively high part-time shares of employment 
(around 50 per cent in 2019).[5] Around half of all 
underemployment in 2019 was attributable to the 
‘accommodation & food services’, ‘retail trade’ and 
‘health care & social assistance’ industries. 
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Increases in underemployment have been 
widespread across age and sex cohorts over the 
past 10 years, but with larger increases for younger 
workers (15–24 year olds) (Graph 6). Females are 
more likely to be underemployed than males. The 
presence of children under 14 years of age in a 
household is associated with a higher rate of 
underemployment for females but a lower rate for 
men. Younger workers are more likely to report 
being underemployed than older cohorts. As 
discussed in Dhillon and Cassidy (2018), there has 
been a notable increase in underemployment and 
involuntary part-time work for younger workers 

Graph 4 
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since 2014. These authors suggest that a decline in 
the rate at which tertiary educated graduates 
transition from part-time to full-time employment 
over this period may have contributed to this 
increase. 

Occupations with more underemployment are 
typically associated with high-underemployment 
industries. Over the past decade underemployment 
has increased most for people working in sales roles 
or as labourers (who are employed in several 
industries, including construction, hospitality and 
transport), and to a lesser extent in community 
& personal services jobs (Graph 7). These 
occupations also tend to be associated with lower 
skill levels. 

Appendix A provides some additional descriptive 
statistics for underemployed people compared with 
other groups in the labour force. 
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Underemployment Ratio by Occupation
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Underemployment, cyclical labour market 
conditions and hours adjustments 

Although growth in the part-time share of employ
ment has been an important driver of 
underemployment, it does not explain all of the 
increase over time, nor does it explain any of its 
periodic fluctuations. An additional important driver 
has been movements in underemployment within 
part-time workers as a group, which in turn is 
shaped by broader labour market conditions 
(Graph 8). 

Increases in the share of part-time workers who are 
underemployed have been particularly pronounced 
around periods of broader labour market 
slowdowns and weaker economic conditions. In 
these episodes, the share of part-time 
underemployment begins to increase when the 
labour market slows, generally reaching a peak 
around the same time as the unemployment rate. 
Part-time underemployment generally does not 
recover as quickly as unemployment when the 
labour market begins to improve, but does 
eventually come down. 

The speed and extent of adjustments in the 
underemployment rate have changed as broader 
characteristics of the labour market have changed. 
In the slowdowns seen in 2008 and 2012–14, part-
time underemployment increased by around 
5 percentage points in each case (as employee 
hours were cut), while the unemployment rate only 
increased by 1½–2 percentage points (as the 
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number of employees was reduced). In comparison, 
the 1990s downturn saw a smaller increase in part-
time underemployment relative to the change in 
unemployment. 

This change in how underemployment adjusts to 
labour market cycles is likely in part because flexible 
work arrangements (including part-time employ
ment) have become more widespread as 
businesses have looked to improve how they can 
respond to changes in economic conditions. In 
particular, businesses have increasingly looked to 
adjust labour inputs through hours worked rather 
than total employee numbers; for further discussion 
of these trends see, for example, Bishop, Gustafsson 
and Plumb (2016) and Heath (2018). At the same 
time, more employees have also looked for working 
arrangements with greater flexibility than standard 
full-time employment would traditionally permit. 

Reflecting the growing importance of hours 
adjustments as a mechanism for employers to 
manage labour inputs, the magnitude of flows in 
and out of underemployment are relatively large 
compared with other types of labour market flows. 

Figure 2 shows the average size of flows per quarter 
in 2019. Most transitions in and out of 
underemployment were people leaving or joining 
the group of sufficiently employed workers (2019 is 
used as a reference period, given the significant 
disruptions to the labour market in 2020 caused by 
the COVID-19  pandemic).[6] On average during 
2019, around three-quarters of people who became 
underemployed did so after having most recently 
been sufficiently employed. Around half of people 
who became sufficiently employed did so by 
exiting the pool of underemployed people, rather 
than being drawn in from the pool of non-
employed people (whether previously unemployed 
or outside the labour force). 

Labour market slowdowns tend to both increase 
the likelihood of becoming underemployed and 
reduce the likelihood of exiting underemployment. 
The probability of moving from sufficient employ
ment to underemployment increased relatively 
sharply in the 1990s recession and the Global 
Financial Crisis (GFC), only gradually moving lower 
in periods of labour market strengthening such as 

Figure 2: Labour Market Status – Size and Flow 
Quarterly; 2019 average[7] 
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the mid 2000s (Graph 9). More broadly, there has 
been a steady increase over time in the probability 
of transitioning from sufficient employment to 
underemployment, consistent with the gradual 
increase in overall underemployment. In the other 
direction, in recent years a little over 40 per cent of 
people who reported being underemployed were 
sufficiently employed 3 months later, and about half 
had sufficient work 6 months later.[8] These 
probabilities are lower than in the mid 2000s, when 
broader labour market conditions had been very 
strong. 

Importantly, these movements in and out of 
underemployment generally involve changes in 
actual hours worked, rather than simply changes in 
preferred hours. Around one-third of people who 
become underemployed lose hours of work 
involuntarily without changing their preferred 
hours; a further one-third lose hours involuntarily 
while also increasing their preferred hours. The 
remaining one-third increase their preferred hours 
but do not lose any hours. These increases in 
preferred hours also add to the amount of 
underutilised hours available in the labour force. 

In the other direction, around two-thirds of people 
who became sufficiently employed gained extra 
hours of work; the remaining one-third did not gain 
hours but reduced their preferred hours and so no 
longer had a recorded shortfall in hours worked. 
Across all groups of underemployed people who 
subsequently became sufficiently employed, 
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between 2015 and 2019 the average increase in 
hours worked was about 8.5 hours, or a little over a 
day of work per week (Graph 10). This is broadly 
indicative of the average additional hours (and 
hence the average spare capacity) that could be 
supplied by an underemployed person. 

That said, within the group of people transitioning 
from underemployment to sufficient employment, 
some people reduce their preferred hours as well as 
gaining hours. Around one-quarter of 
underemployed people who became sufficiently 
employed gained more hours of work and also 
reduced the number of hours they preferred, by 
around 3½ hours on average. This suggests the 
preferred hours they report while underemployed 
may not reflect their true availability (since, after 
gaining some extra hours, they downwardly adjust 
their preferred hours), and volume-based (hours) 
measures of underemployment may overstate 
available labour hours to some extent. 

The gradual decrease in average additional hours 
worked when transitioning to sufficient employ
ment is partly because of the increase in the share 
of part-time workers (whose average hours are 
lower). As well, over time the average hours worked 
by part-time underemployed people have been 
increasing, meaning they have been ‘less 
underemployed’ prior to subsequently becoming 
sufficiently employed. These trends are consistent 
with the relative stability in the hours-based 
measure of underemployment since the 1990s, 
even as the heads-based measure of 
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Graph 11 
Wages Growth and Labour Underutilisation

Unemployment

4 5 6 7
1

2

3

4

5

Unemployment rate** (%)

Y
ea
r-
en
de
d
W
P
Ig
ro
w
th
*
(%
)

2000–2010

Heads-based underemployment

5 6 7 8 9

Heads-based underemployment rate**
(%)

2010–2014

Hours-based underemployment

2.0 2.5 3.0 3.5
1

2

3

4

5

Hours-based underemployment rate**
(%)

2014–2019

* Private; excluding bonuses and commissions
** Quarterly average

Sources: ABS; RBA

underemployment has moved higher; each 
underemployed person has on average represented 
a declining amount of underutilised hours. 

Underemployment, labour market spare 
capacity and wages 
Given the willingness of underemployed workers to 
work additional hours, underemployment clearly 
represents an amount of potential labour supply 
that can be drawn on without an increase in 
measured employment.[9] Importantly, these are 
additional hours that people are prepared to work 
at prevailing wage levels; employers may not need 
to increase wages in order to source additional 
labour supply. Underemployed workers may also, in 
the first instance, be looking to increase hours or 
maintain flexibility in working hours rather than 
bargain over wages. 

The importance of underemployment as a factor 
shaping wage outcomes has been receiving 
increased attention among policymakers and 
researchers (Lowe 2019). Internationally, Hong et al 
(2018) find that, across developed economies, 
involuntary part-time employment appears to have 
weakened wages growth and represents additional 
slack in the labour market. Similarly, Bell and 
Blanchflower (2021) find that some measures of 
underemployment have been a better predictor of 
wages growth than the unemployment rate since 

the GFC in a number of countries, including the 
United Kingdom and the United States. 

The move higher in underemployment in Australia 
over the past decade or so appears to have had 
some relationship with observed wages outcomes 
over this period; higher rates of underemployment 
have generally been associated with slower rates of 
wages growth (Graph 11). In contrast, there has 
been a less clear relationship between wages 
growth and changes in the unemployment rate, 
particularly in more recent years. Recent discussions 
of the Australian experience include Bishop and 
Cassidy (2017), Chua and Robinson (2018) and 
Treasury (2017). 

Because of the additional spare capacity 
represented by an increase in underemployment, 
observed wages growth may be slower for a given 
level of the unemployment rate. The increase in the 
underemployment rate has therefore likely 
contributed to various researchers’ finding that the 
level of unemployment consistent with stable 
wages and inflation has declined over the past 
15 years or so in Australia; see discussions in Cusbert 
(2017) and Ruberl et al (2021). Abstracting from 
other changes that have occurred in the economy, 
the upwards trend in the underemployment rate 
may mean that the unemployment rate would 
need to decline by more than has previously been 
the case before wage pressures start building 
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strongly; certainly this was the pre-pandemic 
experience for a number of other advanced 
economies; see discussions in Arsov and Evans 
(2018) and Ruberl et al (2021). 

Conclusion 
An elevated level of underemployment will 
generally imply that there is spare capacity that 
would need to be absorbed before the labour 
market is sufficiently tight to induce strong wages 
growth. Moreover, adjustments to 
underemployment may occur separately from any 
adjustment to unemployment, if increases in 
aggregate labour demand are met by additional 

hours from existing employees. Assessments of 
spare capacity in the labour market therefore need 
to have regard to both unemployment and 
underemployment. 

However, interpreting movements in 
underemployment is not straightforward, given 
structural changes in the labour market. Even with 
measures of underemployment returning to pre-
pandemic levels, underemployment remains 
elevated compared with earlier decades. The Bank 
will continue to closely monitor developments in 
underemployment as an indicator of spare capacity 
in the Australian economy.
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Box A: The COVID-19 Pandemic and Underemployment 
The onset of the COVID-19  pandemic in Australia in March 2020 had extremely large effects on the labour 
market. Activity restrictions and precautionary behaviour meant many businesses closed or operated at 
reduced capacity. By April 2020, a large number of people had lost employment or had their hours 
reduced; wage freezes and cuts were also used extensively by employers in the face of the sudden decline 
in activity. Government policy measures, including the introduction of the JobKeeper wage subsidy, meant 
many people who otherwise might have lost their jobs were able to remain attached to their employer.[10] 

Many of these people, however, worked zero or reduced hours; reductions in work hours were also 
experienced by many workers at firms that did not receive the JobKeeper wage subsidy. By April 2020 the 
headline number of underemployed people had increased by 700,000 compared with the end of 2019; 
using broader measures of underemployment, more than 1 million additional people were working 
reduced hours (Graph A1). 
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Unlike the pattern of large labour market downturns seen over recent decades – where part-time workers 
experienced a larger increase in underemployment than full-time workers – an unusually large part of the 
increase in underemployment in 2020 was because of an increase in the number of full-time workers on 
reduced hours for economic reasons. In April 2020, around 420,000 full-time workers had their hours cut to 
zero, and an additional 520,000 worked part-time-hours because they were stood down or had insufficient 
work (Graph A2). Around 870,000 part-time workers also worked fewer hours than usual. The headline 
underemployment rate increased sharply, from 8.6 per cent in February to 13.6 per cent in April, the 
highest rate in the history of this series. 
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Graph A2 
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As activity restrictions eased and workplaces reopened, the number of people working reduced hours 
gradually unwound, and nationally the underemployment rate returned to its pre-pandemic level by 
December 2020. 

The speed of this recovery is highly unusual relative to previous labour market downturns (Graph A3). As 
discussed elsewhere in this article, over recent decades the underemployment rate has been moving 
higher, with much of this upwards movement occurring during periods of labour market downturns. In 
this most recent episode, however, it appears that the unique nature of the labour market downturn – 
being primarily driven by supply-side restrictions and responses, rather than led by weaker demand – has 
not resulted in similar lasting effects on the degree of underemployment in the economy. 
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Appendix A 

Table A1: Descriptive Statistics by Labour Force Status 
2015–2019 pooled sample average 

  Underemployed 
Sufficiently 

Employed Unemployed 
Not in the Labour 

Force 

Share of working age population 6% 56% 4% 35% 

Female 58% 46% 47% 59% 

Mean age 35 years 37 years 34 years 56 years 

Married 43% 57% 34% 52% 

Children under 14 in household 34% 36% 35% 22% 

Lives in a capital city 65% 70% 67% 64% 

Born in Australia 71% 60% 69% 64% 

Educational attainment 

Bachelor degree or higher 23% 24% 19% 15% 

Year 12 or lower 48% 37% 56% 64% 

Part-time status(a) 93% 31% - - 

Casually employed(b) 20% 8% - - 

Owner manager 15% 12% - - 

Hours worked 16 hours 35 hours - - 

Preferred hours 32 hours 47 hours - - 

Job tenure(c) 3.5 years 4.7 years - - 

Multiple job holder 7% 5% - - 

Expects to leave job(d) 18% 11% - - 

Industry 

Retail trade 19% 10% - - 

Accommodation & food services 16% 7% - - 

Healthcare & social assistance 14% 13% - - 

Occupation 

Community & personal service 
workers 

21% 11% 

Sales workers 19% 9% - - 

Labourers 19% 10% - - 
(a) Underemployment is overweight in part-time workers by definition 

(b) Has no leave entitlements 

(c) Available data of years of job tenure is bottom-coded at 1 year and top-coded at 20 years 

(d) Expects not to be working for current employer in 12 months’ time 

Sources: ABS; RBA 

U N D E R E M P LOY M E N T  I N  T H E  AU S T R A L I A N  L A B O U R  MA R K E T

B U L L E T I N  –  J U N E  2 0 2 1     9 7



Footnotes 
Mark Chambers is from Economic Analysis Department, 
Blair Chapman completed this work while in Economic 
Research Department and Eleanor Rogerson completed 
this work while in Economic Analysis Department. The 
authors would like to thank James Bishop, Natasha 
Cassidy, Ewan Rankin and Brendan Russell for thoughtful 
advice and suggestions in preparing this article. 

[*] 

Wilkins (2007) suggests that the impact on subjective 
wellbeing for those who are part-time underemployed is 
not too distant from being unemployed. 

[1] 

The term ‘underemployment’ is also sometimes used to 
describe a broader concept of labour underutilisation, 
including people with experience and qualifications that 
exceed those required for their current role (in addition to 
people who are available for extra hours of work). In this 
article we only consider time-related underemployment. 

[2] 

The headline part-time underemployment series has 
undergone slight definitional changes, particularly in 
2001 and 2003, which means that it is not directly 
comparable before and after these points. 

[3] 

Yuen and Smith (2019), in a study for the Fair Work 
Commission, used shift-share analysis to consider a range 
of age, sex, industry and occupation characteristics, as 
well as changing shares of full-time and part-time 
employment. These authors found that compositional 
changes in the labour market across these other 
dimensions generally had made only small contributions 
to the aggregate underemployment rate. Instead, the 
largest compositional driver was the increased share of 
part-time employment. 

[4] 

Comparing industry underemployment is more 
straightforward using underemployment ratios than rates; 
ratios represent the share of employed people in the 
industry who are underemployed and exclude non-

[5] 

employed people for whom it can be hard to assign to an 
industry. 

This analysis draws on ABS’ Longitudinal Labour Force 
Survey (LLFS) unit record data that has recently become 
available, which enables us to calculate the probability an 
individual transitions from one labour market status to 
another at a monthly frequency. Transition probabilities 
over longer periods can be calculated using other data 
sources, such as the Household Income and Labour 
Dynamics in Australia survey (HILDA). 

[6] 

Point-to-point transitions over the quarter. [7] 

These transition probabilities are based on the period in 
which survey respondents are included in the ABS’ LFS 
sample. From the point of first being included in a 
monthly sample, a survey respondent typically 
participates in the survey for 8 months. Given this, the 
ABS’ LLFS does not have information on the duration for 
which a respondent has been in their current 
employment status at the point they entered the survey, 
or changes subsequent to them exiting the survey. 

[8] 

The measured underemployment rate may also overstate 
the true extent of spare capacity represented by 
underemployment since, as with unemployment, some 
amount of structural and frictional underemployment is 
likely to be always present in a dynamic labour market. For 
a simple discussion of different types of unemployment, 
see Reserve Bank of Australia (2021). 

[9] 

Bishop and Day (2020) estimate the JobKeeper wage 
subsidy program and JobKeeper-enabled stand-downs 
kept at least 700,000 people attached to their employers, 
who might have otherwise lost their jobs. 

[10] 
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The Global Fiscal Response to COVID-19 

Callum Hudson, Benjamin Watson, Alexandra Baker and Ivailo Arsov[*] 

Photo: Kanawa Studio 

Abstract 

Globally, the fiscal policy response to the COVID-19 crisis has been the largest and fastest in 
peacetime. Governments have prioritised direct fiscal support for private incomes and 
employment, which has limited economic scarring and established a solid foundation for the 
recovery. The size and composition of the fiscal response has varied across countries, reflecting 
differences in automatic stabilisers, pre-pandemic fiscal space, the severity of infections and policy 
preferences. Fiscal policy is likely to remain supportive for some time after the pandemic subsides, 
and in many countries is expected to focus increasingly on boosting investment. For as long as 
governments anchor spending decisions in a sound medium-term fiscal framework and interest 
rates remain lower than the rate of economic growth, ongoing fiscal support need not pose 
problems for government debt sustainability. 

The COVID-19  pandemic sharply disrupted 
economic activity and, in most countries, triggered 
the largest economic contraction since at least the 
Second World War. As the severity of the pandemic 
became apparent early in 2020, authorities across 
the world began implementing a large and 
multifaceted policy response. This included the 
largest fiscal policy response in decades, which 
substantially limited the decline in economic 
activity.[1] The subsequent recovery has also been 
stronger than expected in large part due to 

unprecedented policy support. This fiscal response 
can be characterised as having two phases: 

1. In the acute phase, which is still ongoing in 
many economies, the response has focused on 
supporting private incomes, preserving employ
ment relationships and shoring up health 
systems. This has mainly been achieved through 
large direct transfers to households, enhanced 
unemployment benefits, wage subsidies and 
increased healthcare funding. 

2. In the recovery phase, when infections have 
been brought under control, fiscal support will 
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pivot toward boosting investment. This includes 
public infrastructure, ‘green’ investment and, to 
a lesser extent, incentives to support private 
investment and consumption. These support 
measures will be spread over a longer period 
than the acute phase. 

This article focuses on the fiscal response during the 
acute phase and measures that affect government 
spending and revenue (i.e. the direct fiscal 
response), as opposed to indirect (off-budget) 
measures that do not have an immediate effect on 
the budget (such as loan guarantees). The first 
section examines the size and composition of fiscal 
responses around the world. This is followed by a 
discussion of its effects on labour markets, private 
incomes, economic activity and governments’ fiscal 
sustainability. The article concludes with a brief 
outline of policy measures largely intended for the 
recovery phase.[2] 

The fiscal response to the COVID-19 
pandemic was the largest in peacetime 
Most economies have yet to move beyond the 
acute phase of the fiscal response. These direct 
measures, including those that are expected to 
persist into early 2022, have ranged from 5 to 
24 per cent of 2019 GDP in advanced economies. 
Authorities in emerging market economies have 
provided smaller, yet still significant, direct fiscal 
support which has been equivalent to between 
1 and 9 per cent of GDP (IMF 2021). For many 
economies, this has contributed to the largest 
single-year increase in the government debt-to-
GDP ratio during peacetime (Graph 1). 

Fiscal support in the acute phase of the downturn 
was initially delivered rapidly, and in large part was a 
response to the effects of public health measures 
(such as mobility restrictions) on economic activity. 
The first wave of fiscal measures was delivered 
between February and April 2020 (Graph 2). As the 
first country to be affected by the COVID-19 
outbreak, China was the first to announce 
significant fiscal support measures (in February). 
This was followed shortly thereafter by other 
economies in Asia, and then economies in the rest 
of the world as the pandemic spread and strict 
public health measures were imposed. Fiscal 

measures were expanded and enhanced rapidly 
throughout April as the severity of the pandemic, 
and the extent of the economic damage it was 
causing, became more apparent. 

Governments in advanced economies have 
demonstrated flexibility in their fiscal response. The 
majority of fiscal measures had been designed to be 
short lived, often just a few months in duration, but 
repeated infection outbreaks, and associated public 
health controls, prompted fiscal authorities to 
extend measures further than originally envisaged. 
Many programs are still providing significant 
support to the economy. In emerging economies, 
fiscal support was frontloaded in the first half of 
2020, but despite significant subsequent 
resurgences of infections, authorities were (or at 
least felt) constrained in their ability to continue 
extending large scale fiscal support. 

The size of fiscal support has varied across 
economies 
The size of direct fiscal support has varied across 
economies because of differences in automatic 
stabilisers, pre-pandemic fiscal space and decisions 
by some countries to implement sizeable indirect 
fiscal measures instead. Automatic stabilisers are 
government policies that automatically adjust 
government spending and revenue to support 
economic activity through different stages of the 
business cycle. For example, during economic 
downturns, government outlays naturally increase 
as more people receive unemployment benefits 
(which support household incomes and consump
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tion), while at the same time government revenues 
derived from taxes on household and business 
incomes and consumption tend to fall, especially 
where tax rates are progressive, which results in a 
smaller share of income going into taxes at lower 
levels of income. 

Advanced economies with strong automatic 
stabilisers, including those with more generous 
unemployment benefits and pre-funded wage 
subsidy schemes designed to maintain employ
ment relationships, required smaller additional fiscal 
measures in order to provide the same support to 
private incomes as other economies with weaker 
automatic stabilisers. European economies tend to 
have strong automatic stabilisers that provide 
relatively high levels of support to a larger share of 
their populations, which is one reason why their 
direct fiscal support has been smaller. In contrast, 
the United States has weaker automatic stabilisers, 
and this was one reason why US authorities 
provided the largest additional direct fiscal support 
in the first year of the pandemic. 

Advanced economies that initially provided large 
direct fiscal responses also tended to be those with 
lower pre-pandemic government debt and smaller 
fiscal deficits. This group included Australia, 
Germany, New Zealand and Singapore. As the 
pandemic wore on, other governments became 
increasingly willing to extend and increase their 

fiscal support given its effectiveness earlier in the 
crisis and the low cost of funding this support 
through government bond issuance. 

In emerging market economies, the direct fiscal 
support measures were, on average, smaller in scale 
compared to advanced economies. This reflected 
greater financing constraints experienced by some 
governments, including the high cost of new bond 
issuance (Alberola et al 2020). These financing 
constraints have made it more difficult for many 
emerging market economies to support their 
health systems and economically vulnerable 
segments of their populations. 

In the case of China, where government debt is 
relatively low, the early control of domestic 
infections and strong global demand for goods 
helped economic activity return quickly to its pre-
pandemic trajectory. As a result, Chinese policy
makers did not need to provide as much direct 
fiscal support as other economies, though support 
from other state-affiliated agents (such as state-
owned enterprises and banks) has continued to 
play an important stabilising role in the economy. 

Some governments have attempted to support 
their economy with a larger emphasis on indirect 
fiscal measures such as loans and loan guarantees 
(Graph 3). This has typically reflected policy 
preferences of the authorities and a more limited 

Graph 2 

Cumulative Acute Phase Direct Fiscal Response*
By date of announcement, per cent of 2019 GDP

7

14

21

%

Japan

Canada

Australia

United States

New Zealand
7

14

21

%

Germany

France

Italy

Spain

United Kingdom

M MJ JS D
2020 2021

0

7

14

21

%

SingaporeHong Kong

Taiwan South Korea

M MJ JS D
2020 2021

0

7

14

21

%

Russia Brazil

India

China

* Includes fiscal measures announced by April 2021 and state government stimulus for Australia, Canada, Germany. Excludes loan guarantees
and unallocated funds. China is based on announced changes in budget deficit for all levels of government, excludes state-owned enterprises;
all other countries are based on announcements from national sources

Sources: IMF; national sources; RBA; Refinitiv

T H E  G LO B A L  F I S C A L  R E S P O N S E  TO  CO V I D - 1 9

1 0 2     R E S E R V E  B A N K  O F  AU S T R A L I A



ability to increase direct fiscal spending. Indirect 
fiscal measures were used extensively in the 
European Union because of concerns early in the 
pandemic about the ability of some member 
countries to raise funds at favourable interest rates 
and in a manner compliant with their EU treaty 
obligations.[3] Indirect fiscal measures comprised a 
large proportion of the fiscal response in some 
emerging market economies, including India and 
Brazil, due to their more limited fiscal space. These 
indirect fiscal measures were still much smaller than 
in advanced economies. 

Governments prioritised support for 
private incomes, employment and the 
health response 
Without decisive policy interventions, the pandemic 
would have sharply reduced household and 
business incomes, caused greater labour market 
disruption and prolonged economic scarring 
through business and personal bankruptcies and 
higher long-term unemployment. Indeed, in the 
early days of the pandemic, there were widespread 
concerns that it may lead to another Great 
Depression (Gumede 2020). Fiscal policy was swiftly 
recognised as the best tool to address these risks 
because it could be targeted at directly supporting 
incomes on a large scale (Baldwin and Weder di 
Mauro 2020). 

Graph 3 

0 10 20 30 40 %

India

Russia

China

France

Spain

Brazil

Italy

Australia

Japan

New Zealand

United Kingdom

Germany

Canada

United States

Acute Phase Direct and Indirect
Fiscal Support*
Per cent of 2019 GDP

Direct Indirect

* Includes fiscal measures announced by April 2021. China is based on
announced changes in budget deficit

Sources: IMF; national sources; RBA; Refinitiv

The direct fiscal response in the acute phase has 
mainly consisted of direct transfers to households 
and businesses, wage subsidies and tax deferrals 
(Graph 4). Private sector cash flows were also 
supported by measures such as low cost (often 
government-guaranteed) loans and the temporary 
pausing of some debt and other contractual 
obligations, such as rent and mortgage payments. 
Most of the acute phase direct fiscal support has 
been disbursed in 2020 and early 2021. 

As part of this support, wage subsidy schemes were 
deployed in almost all advanced economies to 
preserve pre-pandemic employment relationships 
and to provide replacement income to workers in 
affected businesses. The use of wage subsidies was 
motivated by a range of considerations: expec
tations that the pandemic disruptions would be 
short lived; the limited need for structural 
adjustment given the nature of the shock; and the 
perceived success of Germany’s wage subsidy 
scheme during the Global Financial Crisis.[4] In the 
United States, the Paycheck Protection Program 
served a similar function through govern
ment-guaranteed loans that were forgiven when 
they were used to support employment and wages. 

The take-up of wage subsidies has been substantial. 
Across advanced economies, the use of the 
subsidies peaked at between 15 to 60 per cent of 
the labour force. These peaks were generally 
reached in early 2020 when containment measures 
were most stringent and thus when activity was 
weakest. The value of wage subsidy programs has 
been difficult to compare across economies as 
some governments utilised existing schemes that 
were already funded (partly or in full) from past 
contributions. 

Another key component of fiscal support during 
the acute phase has comprised unemployment 
benefits, which in some economies have been 
increased, extended and made easier to access. 
These changes were most consequential in the 
United States, where benefits were substantially 
increased as unemployment increased sharply; the 
income of many unemployment benefit recipients 
in the United States was higher than their earnings 
in the jobs they had before the pandemic (Ganong, 
Noel and Vavra 2020). Unemployment benefits were 
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also increased in Australia but to a lesser degree. 
Meanwhile, Canada implemented a new and 
temporary unemployment benefit scheme, to 
better deal with the impact of the pandemic on 
incomes. 

A few advanced economies also provided 
substantial direct transfers to households in the 
form of cash payments. These payments were 
largest in the United States, totalling 6 per cent of 
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GDP or 11 per cent of median household income. 
Hong Kong, Japan and Singapore also made large 
direct transfers to households. 

As a result of these fiscal policy measures, private 
incomes in advanced economies held up well 
during the pandemic despite the sharp drop in 
economic activity and hours worked (Graph 5). This 
outcome is in stark contrast to the experience 
during previous recessions when private incomes 
typically fell. In some economies, including 
Australia, Canada and the United States, household 
incomes increased sharply. In most European 
economies and Japan, wage subsidies only partially 
replaced wages, so household incomes declined. In 
addition to boosting household incomes, wage 
subsidies supported business viability by helping 
firms meet their major expense, labour costs; this 
helped reduce bankruptcies. 

Household income support schemes helped to 
cushion the fall in household consumption. By 
providing households with more income certainty, 
they supported households in maintaining a higher 
level of consumption than otherwise; restrictions on 
services consumption meant that this boost to 
consumption was most evident in spending on 
goods. These schemes also contributed to a 
significant increase in household savings during 
2020 and early 2021. 
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Economic scarring effects, which can be caused by 
extended periods of unemployment (resulting in 
discouraged workers), firm closures and weak 
investment, have been smaller than was feared in 
the early stages of the pandemic. They have also 
been smaller than observed following past 
recessions, as unemployment rate forecasts made 
early in the pandemic have turned out to be too 
pessimistic in most advanced economies 
(Graph 6).[5] This was in part due to the substantial 
and growing fiscal and monetary support that 
limited the effect of the pandemic on the level of 
unemployment (IMF 2021). Participation rates and 
hours worked declined sharply early in the 
pandemic, but started to recover later in 2020 and, 
in some economies such as Australia, have recently 
returned to pre-pandemic levels. In supporting 
firms’ balance sheets and employment, the fiscal 
response in many economies has helped to provide 
a foundation for strengthening labour market 
conditions. 

In some of the large emerging market economies, 
including Brazil, India and Russia, the direct fiscal 
response prioritised income support for the most 
vulnerable parts of their populations through direct 
transfers and subsidies for essential consumption; 
these measures were smaller than in advanced 
economies. By contrast, China’s support measures 
were mostly targeted to small businesses and 
stimulating aggregate demand directly, including 
through infrastructure investment. The Chinese 
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Government also encouraged state-owned 
enterprises and banks to support employment and 
financing conditions, as is often the case in global 
and regional downturns. 

All economies provided additional funding for their 
healthcare systems to increase hospital resources, 
COVID-19  testing and contact tracing. Governments 
have also expanded funding since late 2020 in 
support of the procurement and rollout of vaccine 
programs. Although the additional healthcare 
spending has been a small share of the direct fiscal 
support, it has led to a 20 per cent increase in 
healthcare spending in advanced economies. 

Low interest rates have supported fiscal 
sustainability 
The significant global fiscal policy response has 
been funded largely by debt issuance, with govern
ment debt-to-GDP ratios increasing to historically 
elevated levels in many economies. In advanced 
economies, the higher government debt levels 
have not called into question the sustainability of 
government finances. This partly reflects low 
interest rates on government debt. The prevailing 
combination of low long-term interest rates that are 
lower than expected economic growth means that 
many governments can stabilise their debt-to-GDP 
ratios even while running primary fiscal deficits (i.e. 
fiscal deficits before the payment of interest on their 
debt). 

Broadly speaking, government debt is considered 
sustainable when governments can continue to 
service their debt (and avoid default or debasing 
the currency) without having to significantly adjust 
fiscal policy settings, including by cutting spending 
or raising taxes which risks slowing the economy. 
The sustainability of debt is important for a couple 
of reasons. One is that it allows governments to 
pursue their public policy priorities without being 
forced to undertake significant unwanted fiscal 
adjustments. Another major reason is that govern
ments with less sustainable debt may be limited in 
their ability to respond to future negative economic 
shocks by providing debt-funded fiscal stimulus. 

In some economies, low levels of public debt has 
meant that fiscal deficits have been comfortably 
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financed in the capital markets. The ability of 
governments to run a primary fiscal deficit without 
endangering debt sustainability also partly depends 
on the difference between the interest on the 
government’s debt and the growth in GDP (the 
interest rate-growth differential; Furman and 
Summers 2020). If the interest rate on government 
debt is lower than the growth rate of the economy, 
then growth in the economy will lower government 
debt as a share of GDP as long as the primary deficit 
is not too big. 

In advanced economies, the interest rate-growth 
differential has been negative since the early 2000s 
and has declined further during the pandemic, as 
interest rates on government debt have declined by 
more than expected longer-term GDP growth rates 
(Graph 7). As of April 2021, the International 
Monetary Fund (IMF) (IMF 2021) expects that in the 
years immediately after the pandemic, advanced 
economies with elevated government debt levels 
will have primary deficits that are small enough to 
stabilise or reduce their debt-to-GDP ratios 
(Graph 8). The IMF expects that some advanced 
economies with lower levels of government debt 
may take longer to reduce their debt-to-GDP ratios 
as they will be under less pressure from the financial 
markets to do so. 

While the interest rate-growth differential has not 
been volatile over the past 30 years, it can rise 
rapidly if there is a sudden reassessment of a 
government’s fiscal sustainability (Mauro and Zhou 
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2020). Therefore, were the currently supportive 
conditions to change, some governments may face 
difficulties stabilising debt-to-GDP ratios without a 
significant change in their fiscal settings. 

Further fiscal support will contribute to a 
more complete recovery 
Fiscal policy in advanced economies is expected to 
remain accommodative over the next few years as 
the support during the acute phase evolves into 
fiscal support for the recovery phase. This transition 
will necessarily involve a different set of longer-term 
priorities. Countries will make this transition at 
different times. 

In most advanced economies, where economic 
activity remains constrained by containment 
measures, fiscal policy is expected to continue to 
focus on supporting incomes and preserving 
employment relationships for some time. But as 
infections are brought under control and vaccines 
are rolled out, the emphasis of fiscal support will 
shift. This will entail a greater focus on public 
investment, particularly in green and digital 
initiatives, incentives for more consumption and 
private investment, and retraining programs for 
workers in those sectors that are expected to have 
been severely impacted during the pandemic. 

The fiscal measures that have already been 
announced for the recovery phase are substantial 
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but in most economies are smaller than for the 
acute phase and will be spread over a longer 
period. With significant spare capacity in most 
advanced economies, these measures can reduce 
the long-term economic ‘scarring effects’ of the 
pandemic without generating high inflation. The 
size and design of the recovery phase fiscal support 
varies across countries (Graph 9). The United States 
is expected to provide very large recovery phase 
fiscal support, equivalent to 9 per cent of GDP, 
which will be focused on infrastructure investment 
and spread over a decade. European Union 
members will deploy a combination of grants and 
loans that are expected to be spent between 
2021 and 2026. These measures will be funded by 
EU-issued debt that will provide recovery fiscal 
support equal to 5 per cent of EU GDP.[6] The 
distribution of these funds will be tilted to EU 
members more heavily affected by the pandemic 
and those who began the pandemic with weaker 
economic fundamentals. In a few other smaller 
economies, fiscal support for the recovery phase 
will likely be as large as 6 per cent of pre-pandemic 
GDP. 

The announced recovery phase measures should 
help avoid a repeat of the post-Global Financial 
Crisis experience in some advanced economies, 
where fiscal austerity was adopted before the 
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economic recovery was entrenched. The premature 
winding back of fiscal support, before private 
demand was able to sustain the recovery, created 
unnecessary headwinds for many economies 
(House, Proebsting and Tesar 2017). 

Fiscal support during the acute phase of the 
pandemic has been so large that, even with the 
transition to the sizeable recovery phase support, 
there will be a tightening of fiscal settings in 2022. 
In advanced economies, cyclically adjusted fiscal 
deficits, which represent the deficit after accounting 
for the role of automatic stabilisers, are expected to 
decline from 2022; this will result in what is known 
as ‘fiscal drag’ (Graph 10). The projected decline in 
deficits largely reflects expectations that reduced 
fiscal support, such as wage subsidies or unemploy
ment benefits, will be needed as economic activity 
normalises. On current expectations the reduction 
in the direct fiscal support will occur when the 
economic recovery is more progressed than it was 
during the Global Financial Crisis and it should be 
less disruptive to the recovery from the COVID-19 
pandemic. 

In emerging markets, where fiscal space is often 
more limited, some governments with pre-existing 
macroeconomic or financial imbalances have faced 
more pressure to reduce fiscal deficits. But this 
experience has varied considerably across countries. 
Some large emerging market economies in Asia 
have had few issues in announcing fiscal measures 
to support activity during their recovery phase. For 
instance, India announced fiscal stimulus measures 
after the initial lockdown ended in October 2020, 
including consumption incentives and increased 
infrastructure spending, while China started 
transitioning to its recovery phase measures in the 
middle of 2020. But most emerging economies are 
yet to announce substantial support for the 
recovery phase, partly because their priority is still 
on bolstering health systems to deal with elevated 
infections and to support the rollout of vaccination 
programs. 

Conclusion 
The COVID-19  pandemic caused the largest fall in 
economic activity since at least the Second World 
War. Along with substantial monetary policy easing, 
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this has been met with a significant fiscal policy 
response in most economies. Governments have 
prioritised direct fiscal support for private incomes 
and employment, which has limited economic 
scarring and given the recovery a solid basis. 
Fortunately, a repeat of the premature shift to fiscal 
austerity as seen in a number of economies after 
the Global Financial Crisis appears unlikely, with 
fiscal settings likely to evolve but remain supportive 
for some time after the pandemic subsides.

Footnotes 
The authors of this article are all from the Economic 
Analysis Department. They thank Iris Chan for her 
important early contribution to the analysis of the global 
fiscal policy response. They also thank Tomas Cokis, 
Andrew Staib, Diego May, Zan Fairweather and Matt 
Larkin for their contributions on the fiscal policy response 
in specific economies. 

[*] 

Significant fiscal responses were estimated to limited the 
peak-to-trough decline in activity in advanced economies 
to 11½ per cent, some 5 percentage points lower than 
otherwise (Chudik, Mohaddes and Raissi 2021) 

[1] 

The article discusses fiscal support announced by April 
2021. While policies and the context in which they are 
implemented differ across economies, best efforts have 
been made to draw high-level comparisons to illustrate 
key commonalities and differences. 

[2] 

These constraints were eased with the European 
Commission temporarily relaxing the EU’s fiscal rules in 

[3] 

March 2020 (European Commission 2020) and the ECB 
acting forcefully to reduce differences in government 
funding rates across the euro area (European Central Bank 
2021). 

For a discussion of Germany’s experience with wage 
subsidies schemes during the Global Financial Crisis, see 
(Cooper, Meyer and Schott 2017). 

[4] 

For further detail on the economic effects of fiscal policy 
during the COVID-19  crisis, see (IMF 2021) 

[5] 

The funding is from the Next Generation EU Recovery and 
Resilience Facility. The grants effectively allow for 
increased fiscal transfers within the EU to its members that 
are less developed and that entered the crisis in worse 
economic positions. The lending is designed to subsidise 
borrowing costs for the EU’s member economies with 
more elevated government debt levels and sovereign 
bond yields. For further details see (RBA 2020). 

[6] 
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Examining the Causes of Historical 
Failures of Central Counterparties 
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Abstract 

Although historically rare, the failure of a central counterparty (CCP) could severely disrupt and 
destabilise the financial system. This has driven a global push to implement resolution regimes so 
that authorities can support the continuity of critical functions of a distressed CCP. This article 
examines 3 CCP failures to identify common causes of failure that could help authorities prevent 
or prepare for a resolution. It finds that while there are some common causes of failure in the 
episodes considered, they have largely been addressed by improvements in CCP financial risk 
management in recent years. 

Introduction 
Central counterparties (CCPs) have played an 
important role in financial markets for many years 
and their importance continues to increase with 
clearing activity experiencing significant growth 
over the last decade. The main role of CCPs is 
managing risk, a role which they are widely 
regarded to have performed well during the global 
financial crisis (GFC). Following the GFC, an 
international consensus emerged for the greater 
use of centralised infrastructure like CCPs, trading 
platforms and trade repositories in over-the-counter 
(OTC) derivatives markets to help address some of 

the concerns of regulators and market participants. 
Accordingly, in 2009 G20 Leaders committed to 
mandate centralised clearing of standardised OTC 
derivatives, resulting in a much greater role for CCPs. 
This was accompanied by a global uplift in 
supervisory requirements, including through 
implementing the Principles for Financial Market 
Infrastructures (PFMIs). 

In the CCP context, a resolution regime gives a 
resolution authority (usually a central bank) powers 
to intervene when a CCP becomes distressed to 
ensure that it maintains its critical functions and 
thus supports financial stability. The Council of 
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Financial Regulators has proposed that Australia 
introduce a resolution regime for clearing and 
settlement facilities, with the Reserve Bank as the 
resolution authority (Council of Financial Regulators 
2019). The Australian Government announced it will 
introduce a resolution regime for clearing and 
settlement facilities as part of the 2021 Budget. One 
challenge for CCP resolution authorities is that 
historically CCP failures have been rare. This makes it 
difficult to predict the circumstances likely to lead 
to CCP failure that will require resolution. 
Understanding those circumstances is particularly 
important for resolution of CCPs, because a CCP 
failure could be a ‘fast burn’ event, requiring the 
resolution authority to make decisions quickly and 
with incomplete information. 

This article examines the causes of historical CCP 
failures, in order to understand what might 
precipitate CCP stress in the future. The paper 
focuses on 3 cases: the Caisse de Liquidation des 
Affaires en Marchandises in France in 1974, the 
Kuala Lumpur Commodities Clearing House in 
1984 and the Hong Kong Futures Exchange in 1987. 
While there have been other events that have 
stressed CCPs, with varying causes and degrees of 
severity (Cox, Murphy and Budding 2012), these 
3 episodes have in common that they led to a CCP 
being closed for a period of time as well as 
significant consequences for the affected market. 

After identifying the common factors underlying 
the 3 failures, this article examines how these 
factors are relevant to understanding potential 
causes of future CCP failure, considering the 
changes in financial risk management and 
supervision of CCPs that have taken place since the 
failures occurred. 

Caisse de Liquidation des Affaires en 
Marchandises (1974) 

Background 

Caisse de Liquidation des Affaires en Marchandises 
(CLAM) was a CCP servicing the Paris Commodity 
Exchange, a market which traded cocoa, coffee and 
sugar futures (Bignon and Vuillemey 2017). 

Between November 1973 and November 
1974 there was a sixfold increase in global sugar 

prices. There was also a significant increase in 
speculation on sugar at the Paris Commodity 
Exchange, with transactions registered by CLAM 
increasing from 54,000 tons per month in 1971 to 
1.9 million tons per month in 1974. 

CLAM’s risk management framework primarily 
consisted of collecting initial margin and variation 
margin, which were calculated daily. Initial margin 
was calculated at about 10 per cent of the value of 
the contract. The market had a daily ‘limit down 
price’, meaning the market would close for the day if 
prices fell by more than a certain amount. The 
purpose of a limit down price is to reduce volatility 
from temporary market panics. 

Typically, each client would have a margin account 
with their participant, in which they were required 
to deposit initial margin plus a buffer of around 
5 per cent of the value of contracts. Many 
participants had clients that predominantly had 
either long or short positions, meaning those 
participants were highly exposed to directional 
movements in prices. 

CLAM had no default fund or tools to allocate 
default losses to participants. By implication, any 
losses beyond the participant’s margin would be 
absorbed by the CCP’s equity. 

Default 

In mid November 1974 global sugar prices began to 
collapse. Between 21 November and 2 December 
the daily limit down price was hit 7 times, with 
prices falling 21 per cent. This caused severe 
problems for several participants, including Nataf, 
which was the largest participant at CLAM. Over the 
course of 1974, clients of Nataf had increased their 
long exposures as global sugar prices rapidly 
increased. Nataf went from holding just 9 per cent 
of all open positions in January 1974 to 56 per cent 
by November, held on behalf of around 600 retail 
traders. 

By 25 November, Nataf was technically in default, 
having failed to meet margin requirements. 
However, CLAM did not immediately call Nataf into 
default, allowing it to continue to register trades. By 
the time Nataf was called into default on 
2 December, all of Nataf’s initial margin had been 
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Box A: How do CCPs operate? 
CCPs are a type of financial institution that help facilitate efficient trading in some financial products. They 
clear trades by acting as an intermediary between buyer and seller, assuming the role of buyer to every 
seller and seller to every buyer, guaranteeing performance of obligations. Some CCPs also settle trades, 
which is the process of finalising trades by delivering cash to the seller and assets and/or cash to the buyer. 
These clearing and settlement functions allow financial markets to operate smoothly and efficiently. 
Financial institutions that are authorised to trade directly through CCPs are called participants. Participants 
make trades on behalf of themselves or their clients (the latter is known as client clearing). In client clearing, 
if a client fails to meet its obligations the participant is responsible for those obligations. It is only when a 
participant fails that the CCP takes on responsibility. 

A key role of CCPs is to manage counterparty credit risk (the risk that a counterparty does not fully meet its 
financial obligations). One way they manage this risk is by collecting margin. There are two main types of 
margin collected.Initial margin is collected on open positions at the time the transaction is made. Its size is 
calibrated by the CCP to cover significant price movements and is held by the CCP as collateral. Variation 
margin is collected periodically (often daily) based on price movements and is passed via the CCP from the 
participant whose position has lost value to the participant whose position has gained value. CCPs also 
maintain a prefunded buffer of pooled financial resources to cover additional losses (known as a default 
fund) that could arise if a participant were to default in stressed market conditions and its initial margin and 
other contributions were insufficient to cover the losses. This can include participant and CCP 
contributions. 

A CCP may be exposed to losses if a participant fails to meet their obligation to pay margin. The CCP will 
then no longer have a matched book in that they no longer have a participant on each side of each trade, 
and is now exposed to market risk. CCPs will attempt to return to a matched book by closing out or 
auctioning the defaulter’s portfolio to remaining participants. Depending on the price at which the CCP is 
able to dispose of the defaulter’s portfolio, it may incur losses. These would be covered, in the first instance, 
from the initial margin provided by the defaulter. If this was not sufficient, the CCP may need to draw on its 
default fund. 

Many CCPs also have the power to allocate default losses to participants where they do not have the 
resources to absorb them, or even to tear up contracts as a last resort if they are unable to liquidate the 
defaulting participant’s portfolio. 

A CCP could fail for a number of reasons, including that it runs out of financial resources to meet its 
obligations and is forced to cease provision of services, or that its actions substantially undermine 
confidence in the market it clears for. The failure of a systemically important CCP could significantly 
undermine the stability of the markets in which it operates or even the global financial system. 

exhausted and approximately 50 per cent of Nataf’s 
clients were in default. 

With sugar prices down 21 per cent, another limit 
down price movement would result in 2 more 
participants defaulting, with the potential for 8 to 
10 participants to default if the price continued to 
fall. On this basis, the French Minister of Commerce 

authorised the temporary closure of the market at 
CLAM’s request. 

CLAM then attempted to close out open positions 
at a settlement price that would minimise its losses. 
A clause in CLAM’s rulebook provided that if trading 
is suspended due to exceptional circumstances the 
technical committee of CLAM sets a price for the 
immediate settlement of outstanding positions 
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equal to the average price in the last 20 trading 
days. This would have been well above the closing 
price on 2 December, and at that price Nataf would 
not have been in default (meaning the CCP would 
bear no losses). 

Clients with short positions disputed the claim that 
a collapse in the price of a commodity constituted 
exceptional circumstances. They pushed for an 
arrangement with CLAM to allow the market to 
reopen, offering to buy Nataf’s defaulted position at 
a price of sugar when the market was closed on 
2 December. This offer would have enabled CLAM 
to continue operating after absorbing losses of less 
than a third of its equity. However CLAM refused, 
even as global sugar prices continued to fall further. 

In June 1975, a French court declared the decision 
to close the market was unlawful. This ended any 
hopes of CLAM reopening, and the French Govern
ment appointed an administrator to the CCP. 

Kuala Lumpur Commodities Clearing 
House (1984) 

Background 

Established in 1980, the Kuala Lumpur Commodities 
Exchange (KLCE) was a futures market for palm oil, 
rubber, tin and other commodities with trades 
cleared by the Kuala Lumpur Commodities Clearing 
House (KLCCH). It was the world’s only commodity 
exchange for palm oil futures, with Malaysia being 
the world’s largest exporter of palm oil. The KLCE 
experienced strong growth in its first years of 
operating, with trading volumes growing over 
150 per cent between 1982 and 1983 on one-
month forward contracts (Asian Wall Street Journal 
1984). 

Over the second half of 1983 palm oil prices began 
to rise steeply due to lower production of palm oil 
in Malaysia, lower production of soybean in the 
United States and strong global demand. Between 
1 July 1983 and mid January 1984 palm oil prices 
grew by 275 percent (Financial Times 1984), with 
particularly strong growth in early January. 

Participants at KLCCH conducted client clearing, 
and were subject to membership requirements 
including minimum paid-up capital and net asset 

requirements. Participants were also required to 
make a contribution with the KLCCH as a deposit to 
cover their own exposure, but there were no 
mutualised default resources. From the available 
sources, specifics on how the margin framework at 
the KLCCH worked are unclear (Financial Times 
1984). 

The KLCE and KLCCH were regulated by the 
Malaysian Commissioner of Commodities Trading 
and run by a 12 person Exchange Management 
Board. Under the KLCE’s rules, it had various 
emergency powers, including powers to limit 
trading. 

Default 

The default was primarily caused by one trader, Loo 
Cheng Ghee. Mr Loo began trading palm oil in early 
January 1984. He sold contracts through a 
participant, Sakapp Commodities (Sakapp). 

Mr Loo built up a large short position through 
January and February 1984, leading the KLCCH to 
ask Sakapp to restrict its trading on 22 February. Mr 
Loo responded by spreading his trading among 
5 other participants. At the beginning of March, Mr 
Loo held a large number of short positions 
maturing that month, requiring him to buy 
offsetting long positions since he could not deliver 
the physical palm oil. This caused the price to rise 
further. On 12 March, the KLCE responded by 
activating emergency regulations to limit trading. 
On 13 March and 14 March, the 6 participants 
clearing for Mr Loo defaulted. 

Following the defaults, trading was suspended for a 
week. When the market reopened, palm oil prices 
had fallen more than 50 per cent. While the market 
continued to operate, volumes were down by over 
95 per cent a year later relative to pre-suspension 
levels, reflecting a loss of confidence in the CCP and 
the futures market more broadly due to the 
incident. The Malaysian Government established a 
task force to investigate the incident, which 
published a report (Asian Wall Street Journal 1984). 
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Hong Kong Futures Exchange (1987) 

Background 

The Hong Kong Futures Exchange (HKFE) began 
trading Hong Kong stock market index (Hang Seng 
Index or HSI) futures in 1986, operating separately 
from the Stock Exchange of Hong Kong (SEHK). The 
HKFE quickly experienced sharp growth, with daily 
trading volumes in HSI futures rising by over 
1,800 per cent between May 1986 and September 
1987. The HSI rose 55 per cent between 1 January 
1987 and 1 October 1987. 

Key aspects of financial risk management, including 
initial margin setting at HKFE, were undertaken by 
the International Commodities Clearing House Ltd 
(ICCH), a separate entity from the HKFE (Davison 
1988). Trades at HKFE were guaranteed by a further 
separate entity operated by ICCH, the Future 
Guarantees Corporation (FGC), which did not have 
mutualised default resources. 

Hong Kong had 2 market regulators: the Securities 
Commission and the Commodities Trading 
Commission (Cox 2015). 

Default 

One trader, Robert Ng, along with a handful of 
business associates, amassed a long position in HSI 
futures that constituted over 50 per cent of open 
long positions. They made these trades through a 
small number of participants, which in turn led to 
3 participants holding 50 per cent of long positions. 
The long side of the market also had a large number 
of small and unsophisticated retail speculators, who 
in many cases were financed by their participants to 
post margins, giving participants even greater 
exposure to losses incurred by their clients. 

The short side of the market was dominated by 
arbitrageurs, who were taking advantage of a large 
premium in the pricing structure of HSI futures 
contracts over their normal pricing (cash equities 
price, plus cost of interest, less the dividend rate) by 
buying stock and selling futures contracts. Around 
80 per cent of short positions were held by just 
4 participants. 

On Monday 19 October 1987 the HSI fell by around 
11 per cent, one of the first events in a global equity 

market crash. This exceeded coverage of initial 
margin, which was set at roughly 8 per cent of the 
HSI futures contract value. In anticipation of further 
falls, the HKFE substantially increased initial margin 
requirements through an intraday margin call. The 
large intraday margin call led to some defaults, 
however over 96% of the intraday margin was 
collected. 

That same day in the United States, following the 
close in Hong Kong, the Dow Jones Industrial 
Average fell 22.6 per cent (an event known as Black 
Monday). In response both the SEHK and the HKFE 
closed for the rest of the week. However the 
closures could not prevent large defaults occurring 
on contracts from the previous day’s margin calls – 
nearly 30 per cent of margin owed to the CCP was 
not paid, an amount exceeding the total financial 
resources of the FGC. More defaults were expected 
when markets reopened. 

In response to the situation, various parties 
including the Hong Kong Government, 
shareholders of the FGC and participants at the 
HKFE agreed to fund a HK$2 billion bailout package 
of the FGC, intended to enable it to meet its 
obligation to guarantee trades. 

When the markets reopened on 26 October, the HSI 
closed down 33 per cent and the HSI futures closed 
down 44 per cent. This resulted in 45 participants 
defaulting, as clients (including Mr Ng) failed to pay 
margin. Eventually some participants met margin 
payments on a delayed basis, but the positions of 
34 participants were liquidated by the HKFE 
between 27 October and 2 November. This used 
the HK$2 billion bailout package, however it 
enabled the HKFE to recommence operations. 

Key causes of failure 
In all cases, the key precipitating factor in the lead-
up to the failure was a rapid unwinding of a large 
increase in the price of a futures product (sugar 
futures, palm oil futures and equities index futures 
respectively). Without a large price movement, 
participants are unlikely to default, and even if they 
do a CCP should be able to liquidate defaulting 
participants’ portfolios and return to a matched 
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book without incurring significant losses if the 
market is sufficiently liquid. 

However, a large price movement is not usually 
sufficient to cause a CCP failure. Other CCPs have 
faced similar-sized price cycles without failing; for 
example the other CCPs clearing sugar futures did 
not fail in 1974, and no other CCPs failed during the 
1987 global stock market crash (Bernanke 1990). In 
each of the cases examined above, there were other 
actions or elements of risk management 
frameworks that contributed to the failure. These 
are examined below. 

1. Nature of participants and clients 

A common factor in the failures considered was the 
nature of the participants and the clients they 
serviced. Where one, or a group of participants or 
clients had very large directional positions, a major 
price movement was more likely to threaten the 
CCP. In the case of the KLCCH, a single individual’s 
short position in palm oil futures ultimately led to 
the failure of the CCP. 

The lack of financial sophistication among clients 
was also a contributing factor in these failures. At 
CLAM, most of the clients were small retail traders. 
Many clients were taking on risks they did not 
understand and they were not prepared for large 
margin calls when the price corrected rapidly. Some 
clients did not have enough liquid financial 
resources while others did not know they could be 
called for margin at all. Many clients stopped paying 
margin after sending sell orders to exit their 
positions, even though these orders were not 
executed due to limit down trading halts (Bignon 
and Vuillemey 2017). 

The HKFE faced issues arising from its pool of 
clients. On the long side, there was very high 
concentration through one large client whose 
default caused very large losses. It also experienced 
problems associated with clients taking on 
excessive risk, sometimes with the assistance of 
participants. On the short side, the practice of 
arbitraging the premium between HSI futures and 
the equities market by shorting futures contracts 
meant that tearing up the futures contracts at a 
higher than market value would cause significant 

losses to the arbitraging short sellers. This would 
force them to sell stocks to unwind their arbitrage, 
which would further drive down the HSI and 
threaten the stability of the financial system. This 
made tear-up an unviable strategy once the HKFE 
was closed and contributed to the need for a bail 
out. 

2. Perverse incentives for CCPs that do not align 
with responsible financial risk management 

The episodes considered highlight some perverse 
incentives for CCPs that may cause them to depart 
from responsible financial risk management. 

The first arises where the interests of the CCP’s 
managers are not aligned with those of the 
shareholders. For example, at KLCCH it was reported 
that one reason the KLCE and KLCCH did not act 
more decisively in January or February, despite 
concerns about market manipulation by Mr Loo 
being raised by some stakeholders, was that 
members of its board themselves held positions on 
palm oil and so felt conflicted from taking action. 

The second arises where the CCP does not have 
sufficient incentive to call a participant who misses 
margin payments into default because of the 
possibility that the market could reverse, sparing 
the CCP from incurring losses (Bignon and 
Vuillemey 2017). Bignon and Vuillemey argue that 
this can arise when a CCP is undercapitalised. For 
example, in a scenario where a participant has 
missed margin payments because of losses on a 
directional position on a commodity, the CCP 
avoids all losses if the CCP does not call the 
participant into default and the commodity price 
reverses. While this creates a much greater risk of 
significant loss if the commodity price continues its 
trend, the CCP’s losses are capped at its equity. If its 
equity is small and there is a chance that the 
commodity price will reverse, the CCP may decide 
to not default the participant. This approach is 
reckless from a financial stability perspective as it 
risks much larger losses for the CCP and its failure if 
the market movement does not reverse, causing 
instability which impacts all market participants. 
Note that this approach does not consider several 
factors such as reputational risks for those making 
decisions at the CCP. 
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The third is that once a CCP takes on a defaulting 
participant’s portfolio, it has an incentive to pursue 
market outcomes which favour the defaulting 
portfolio, even if doing so departs from best 
practice financial risk management. The CCP cannot 
ordinarily act to influence prices in the market for 
which it clears, however in default management 
and recovery, CCPs have extraordinary powers 
including the power to tear up contracts in some 
circumstances, effectively ending the contract at a 
price fixed by the CCP. While tear-up may be a 
useful ‘last resort’ loss allocation strategy for a CCP, it 
is likely to severely damage market confidence if the 
CCP is seen to be undertaking tear-up in an 
inequitable way, or when other solutions are 
available. 

Bignon and Vuillemey suggest that these perverse 
incentives influenced CLAM’s actions. This may 
explain why CLAM did not call its largest participant 
into default when the participant was first unable to 
meet margin it owed. CLAM may have calculated 
that the expected value of not defaulting the 
participant was greater than defaulting it, because 
the CCP’s losses were limited to its relatively low 
equity and the value of the firm as a going concern. 
CLAM also attempted to minimise its losses after 
the default by setting the settlement price of 
futures contracts higher than the current market 
price under the ‘force majeure’ clause in its 
rulebook. Because the option to tear up at the 
average settlement price over the previous 20 days 
was only available when the market was closed, the 
existence of this clause made closing the market 
most viable strategy for the CCP to minimise its 
losses. 

3. Inadequate supervision 

A common theme of each episode examined in this 
article is that supervision arrangements for the CCP 
were inadequate. While supervision will not by itself 
prevent CCP failure, a competent supervisor with a 
financial stability mandate can act preventatively, 
including by promoting sound financial risk 
management, to make a CCP failure less likely 
during a stress event. 

In the case of CLAM, the power to close the market 
was held by a minister in the French Government 

rather than an independent supervisor. This had a 
significant impact on the eventual failure of the CCP. 
The French court decision in June 1975 that the 
minister’s decision to close the market was unlawful 
ultimately caused the CCP to fail. Bignon and 
Vuillemey argue that CLAM exploited the minister’s 
imperfect knowledge of CLAM’s rulebook to claim 
that a market closure would be legal and thus 
obtain a favourable decision. It is possible that an 
independent, expert regulator may have better 
understood the CCP rulebook and acted differently 
to preserve the continuity of the CCP. 

It also appears that oversight was inadequate at the 
HKFE. The government took a relatively light touch 
approach to regulation (Cox 2015). Subsequent 
examination of the failure in the Davison report 
described the approach of the Hong Kong Govern
ment as ‘positive non-interventionism’, meaning 
that the government favoured limited financial 
regulation in order to promote the development of 
Hong Kong as a financial centre (Davison 1988). 
Regulators were described in the Davison report as 
having a ’general absence of direction’, and taking a 
’passive and reactive role’. Requests for additional 
resources from regulators were also ignored by the 
government. 

The KLCCH had a very limited regulatory oversight. 
Subsequent to the failure, a Malaysian Government 
report found that the Commissioner of 
Commodities Trading, the main regulator, did not 
have any powers and that those in charge of the 
regulator believed that the local market was self-
regulating. 

Have these issues been addressed? 
The financial risk management frameworks of the 
3 CCPs examined were very different from those of 
modern CCPs. Many of the developments in 
modern CCP financial risk management have been 
driven by the implementation of the PFMIs, which 
are international standards for financial market 
infrastructures including CCPs that aim to 
strengthen and preserve financial stability (Bank for 
International Settlements 2012). In Australia, the 
principles in the PFMIs are implemented through 
the Financial Stability Standards for Central 
Counterparties. 
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Some of the key elements of modern CCP risk 
management frameworks include: 

• A legally certain rulebook, which sets out the 
financial risk management framework of the 
CCP, and is binding on all participants and the 
CCP. 

• Margin requirements on the positions of 
participants that take into account a number of 
factors including risks from the positions of 
participants, concentration of risk from large 
participants and liquidity risks. 

• A default fund, which includes participant and 
CCP contributions to absorb default losses. 
Default funds are sized to meet either a ‘cover 1’ 
or ‘cover 2’ requirement, meaning they should 
be large enough to cover the default of the 
largest or 2 largest participants respectively. 

• Tools to allocate losses to participants rather 
than the CCP, should default losses exceed a 
participant’s margin and the default fund held 
by the CCP. 

Modern CCPs have in part addressed issues relating 
to the nature of their participants and clients 
through membership requirements for participants, 
which aim to prevent them from bringing risk to the 
CCP that is disproportionate to the participant’s 
own ability to absorb risk. These include minimum 
capital requirements for participants that are related 
to the number of clients the participant is permitted 
to service, and additional margin for participants 
who bring concentrated risk to the CCP. Data 
collection on clients can also help CCPs to 
understand the risks associated with clients and to 
account for this as part of their financial risk 
management. However, in practice the amount of 
information available to CCPs on clients varies, and 
it is often left to participants to monitor risk arising 
from their clients’ positions. 

Issues relating to the sophistication of clients of 
participants are more subjective, hard to monitor 
even when client information is available, and may 
only appear as an obvious source of risk in 
retrospect. This source of risk is likely to be 
ameliorated at CCPs where the largest participants 
are highly capitalised globally systemically 

important banks (GSIBs), which are likely to have 
more diversified and institutional clients. 

In some cases, perverse incentives for the CCP that 
do not align with responsible financial risk 
management could still exist in the event of a 
default. If the CCP is unable to liquidate a defaulting 
participant’s portfolio, it could still seek to manage 
clearing and settlement in a way that favours its 
interests. However, the right tools are in place to 
address perverse incentives. Notably, CCPs are 
required to maintain a minimum level of equity, and 
contribute to their default fund alongside 
participants. This ensures that CCPs bear significant 
losses from poor risk management, and also 
provides an incentive for all participants to closely 
monitor financial risk management at the CCP. In 
addition, supervision by independent regulators 
would make it difficult for CCPs to behave 
irresponsibly during default management as the 
regulators would likely notice this behaviour and 
may use their powers to intervene. 

Supervision of CCPs is generally much stronger now 
than in the cases examined. The PFMI outline 
responsibilities of central banks, market regulators 
and other relevant authorities in supervising 
financial market infrastructures and implementing 
the PFMI. 

Conclusion 
This article identified 3 factors that were highlighted 
by the failures of the 3 CCPs examined. First, the CCP 
had a particular make-up of participants and clients 
which left them vulnerable to the consequences of 
major price movements. Second, perverse 
incentives for the CCPs led them to behave in ways 
that departed from appropriate financial risk 
management. Third, the CCPs had inadequate 
regulatory supervision and oversight. These factors, 
combined with a rapid unwinding of a large price 
increase, resulted in the CCPs’ failure. 

These factors have, to a large extent, been mitigated 
by modern CCP risk management frameworks and 
stronger supervision, including through the 
implementation of the PFMI. However, CCPs are 
often systemically important and their failures could 
be sudden. It is therefore important for CCP 
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supervisors and resolution authorities to remain 
vigilant to these factors, as well as emerging factors, 
which could cause a CCP failure. It will continue to 
be important that CCP supervisors and resolution 

authorities explore possible factors that could lead 
to a CCP failure, how to mitigate these factors, and 
how these factors might influence a possible CCP 
resolution.

Footnote 
Nicholas Cross is from Payments Policy Department. The 
author would like to thank Alison Clark and Michael 
Robson for their comments on this paper. 
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