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Abstract
This paper analyses the effectiveness of the spread between short and long term interest rates for predicting GDP growth in Australia, and whether the predictive relation deteriorates, as theory suggests, with the adoption of a credible inflation-targeting regime. We test whether predictive power is sensitive to inclusion of other conditioning variables which may be useful in forecasting GDP growth, and whether forecasting significance is due primarily to the expected change in short-term interest rates, the term premium, or a combination of the two. In a simple bivariate model, results strongly suggest that the shift to a credible inflation-targeting regime has reduced the predictive content of the term spread. However, extensions to this basic model tend to undermine this result. The predictive power of the term spread in Australia may have been oversold.
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1 Introduction

The use of financial-market data to predict economic activity has a long history. Tobin’s ‘$q$ theory’ for investment, for example, is based on the idea that if stock-market valuation of the capital stock is greater than its replacement value, firms have an incentive to invest. So changes in $q$ should help predict changes in capital formation. Alternatively, a consumption capital asset pricing model (CAPM) predicts that a change in the real interest rate changes the relation between present and future real consumption as households reallocate consumption across time. Changes in the real interest rate should help forecast changes in consumption. To give a third example, changes in the ‘term spread’ – the difference between nominal yields on long and short-term risk-free securities – have been postulated to forecast changes in inflation and real output. As pointed out by Ang, Piazzesi and Wei (2006), every US recession after the mid-1960’s was predicted by a negative-sloping yield curve, which was observed within 6 quarters of the impending recession. More general linkages between asset prices, output and inflation were recently surveyed by Stock and Watson (2003). They conclude that ‘there is evidence that the term spread is a serious candidate as a predictor of output growth and recessions. The stability of this proposition in the United States is questionable, however, and its universality is unresolved’ (p.801).

Our objective is to investigate the predictive power of the term spread for real GDP growth in Australia. In addition to providing an update to Australian work completed a decade ago, our analysis is innovative in two main ways. We study the stability of the relation across successive monetary policy regimes – denoted the ‘Checklist’ and ‘Targeting’ regimes in what follows – since, as is outlined in the following section, there is a number of arguments as to why adoption of a credible inflation-targeting regime is likely to break the nexus between changes in the term spread and future GDP growth. Second, we attempt to decompose the separate effects of the ‘pure expectations’ term spread and the term premium on cumulative GDP growth.
The rest of the paper is organised as follows. A literature review is provided in the following section, while data and sample separation are described in section 3. Results are presented in the fourth section, beginning with analysis of a basic regression model for cumulative GDP growth. Alternative specifications of the basic model are then considered. The last part of this section uses the expectations model of the term structure to estimate the importance of the term premium in driving our results. The fifth section draws conclusions.

2 Literature Review

Several arguments have been advanced as to why a move to an inflation-targeting regime reduces the predictive ability of the term spread. An argument sometimes put forward in financial-market commentary concerns the risk premium, the proposition being that under a credible regime longer-term fluctuations in inflation are likely be lower than otherwise, cutting the risk premium on long-term nominal securities. However, whether a cut in the inflation risk premium leads to a cut in the nominal interest-rate risk premium depends on the relationship between the volatility of the real interest rate and the choice of monetary regime. If, in practice, an inflation-targeting regime achieves a greater degree of price stability at the expense of higher volatility in real variables, then it is not clear \textit{a priori} that the volatility of the long term nominal rate, and hence the risk premium, will decline under inflation targeting. Our empirical analysis is designed to throw light on this issue.

The second line of argument is based on models in which the expectations model of the term structure applies – so the risk premium is exogenous. At its simplest, the term spread measures the difference between current short-term rates and the long-term average of future short-term rates, and hence provides a measure of the stance of monetary policy. On this interpretation, the measure is likely to change as monetary regimes change. The argument of Bordo and Haubrich (2004) is as follows. Under a credible monetary policy, an inflationary shock has no effect on the rate on long bonds but increases the
short-run nominal rate. A temporary adverse real shock also increases the short rate as people attempt to smooth consumption while the long rate is, again, unaffected by the temporary shock. So, while a fall in the term spread could result from either a real or inflationary shock, it is only in the former case that a fall in the spread is associated with a fall in activity.

They then consider the case where the lack of a credible inflation target is characterised in terms of inflation being a random walk. In that case an inflationary shock is expected to persist and both long and short nominal rates rise by an equal amount, leaving the term spread unchanged. A temporary real shock, however, leads to a cut in the spread in the same way as before. Reasoning along these lines then leads Bordo and Haubrich to conclude that, since the noisy signal from inflationary shocks is absent in the ‘non-credible policy’ periods, one is more likely to find that falls in the term spread are associated with falls in real activity in these periods. This proposition is not rejected by their empirical analysis, based on United States data from 1879 onwards.

Ellingsen and Söderström (2001) develop a closed-economy model the conclusions of which can be interpreted in a similar way. Their model is based on Svensson (1997, 1999).\textsuperscript{1} The central bank sets the cash rate by optimising a quadratic intertemporal loss function which has as arguments deviations of inflation and output from their target values (zero). The model comprises (i) a Phillips curve where the change in inflation depends on the deviation of output from its full-employment equilibrium and an i.i.d. inflation shock, (ii) an aggregate demand equation in which the change in the output deviation depends on the real interest rate and an i.i.d. demand shock, (iii) a modified expectations theory of the term structure in which the \( n \)-period rate is the average of expected future short rates up to maturity \( n-1 \), plus an exogenous term premium.

\textsuperscript{1}An implication of their model – that the response of the yield curve to shocks depends on whether or not the private sector attributes monetary policy actions to changes in preferences for inflation stabilisation – has been tested for Australia and New Zealand over the period 1989 - 2003 by Clans and Dungey (2006). They find some support for this proposition for Australia, but results for New Zealand are weaker.
Ellingsen and Söderström (2001) consider two cases. In the ‘symmetric information’ case, the private sector has the same information set as the central bank and also knows central bank preferences, summarised by $\lambda$, which is the relative preference weight on output stabilisation. In this case, they show that interest rates of all maturities are positively related to both supply (Phillips curve) and demand shocks, with the magnitude diminishing with maturity.

They then consider the asymmetric-information case where the current value of $\lambda$ is known only to the bank. This case, too, can be interpreted as lack of a credible monetary policy. Ellingsen and Söderström (2001) show that, in this case, interest rates on long bonds move in the opposite direction to the innovation in the (short) central-bank rate. For example, a supply shock which generates an increase in the bank-rate would also lead to a clockwise rotation in the yield curve (short rates rising and long rates falling) if the bank’s action revealed its preferences as being tough on inflation (a lower $\lambda$ than the private sector had previously believed).

It is therefore a common prediction of both these models – Bordo and Haubrich (2004) and Ellingsen and Söderström (2001) – that one is more likely to find that changes in the term spread help forecast GDP growth in periods in which the credibility of monetary policy is low.

There is a number of Australian analyses of the predictive content of the term spread, including Lowe (1992), Alles (1995), Karfakis and Moschos (1995), Fisher and Felmingham (1998) and Karunaratne (1999). Karfakis and Moschos use a bivariate VAR analysis to explore the predictive power of the term spread for the short interest rate, finding that the spread Granger-causes changes in the short rate, using both monthly and quarterly data over the period 1984 to 1991.

The other four studies are more closely related to the present paper. Lowe (1992) and Alles (1995) investigate stability of the relationship between the nominal term spread and cumulative real GDP growth over two subsamples, with the break between them occurring in 1982(2). They use a variety of definitions of short and long interest rates, and hence a variety of definitions of the term
spread. They show that there is a stronger relation between the term spread in the latter of the two sub-samples; that the term spread performs better than indexes of leading indicators; and that the forecasting performance of the term spread is highest for cumulative GDP growth from two to eight quarters ahead. Karunaratne (1999) generally confirms these results, but does not investigate sub-sample stability. Fisher and Felmingham (1998) test the implication of the consumption CAPM model that the real term spread should forecast changes in real consumption spending, finding [over the sample 1983(4) to 1995(4)] that the spread is useful for forecasting real nondurable consumption growth over a two year horizon.

To the extent that they analyse the stability of the yield-spread relationship, the choice of sample periods for these earlier studies is determined by deregulation of Australian interest rates – the authorities moved from a tap system to a tender system for issuing Treasury notes in December 1979, and for government bonds in July 1982. It is argued that the information content of the yield curve is likely to increase as interest rates are market determined, making it more likely that the term spread is predictor of economic activity. Lowe (1992) and Alles (1995) confirm this to be the case, finding that the forecasting performance of the term spread, using a variety of measures of the spread, improves in the second of their two sub-samples which begins in 1982(3). However none of these earlier studies are able to test whether the forecasting performance of the term-spread relationship is sensitive to the adoption of an inflation-targeting regime, which in this paper we take to have occurred in the first quarter of 1993.

To summarise, we adopt a two-stage approach to testing the stability of the relationship between the term spread and output. First we test whether the relationship between the term spread and output is stable across monetary regimes. Then, to provide a sharper test of the theoretical models described above, we enquire as to whether the effect of the spread depends on monetary policy actions, and whether the source of any instability lies in a change in the effect of the risk premium, or a change in effect of the perfect-foresight term spread. A finding that the perfect-foresight term spread is less effective in
forecasting GDP growth under inflation targeting would support the predictions of Bordo and Haubrich (2004) and Ellingsen and Söderström (2001).

3 Data

All data are quarterly and range from 1972(1) – 2006(4). Quarterly interest rates (the cash rate and 5 year bond rates) are the mean of three monthly annualised yields, obtained from Reserve Bank Bulletin Tables F01 and F02. We use averages of monthly data, rather than end-of-quarter data, so as to facilitate comparison with Alles (1995). Although zero-coupon yields have been constructed for the United States these data are not, to our knowledge, available for Australia. While previous authors have used a multiplicity of definitions of the term spread, space constraints limit our analysis to the 5 year - cash rate measure of the term spread².

The GDP growth series are derived from 2003-04 base-period seasonally adjusted chain volume GDP. Cumulative measures of future GDP growth – \((400/k)\ln(y_{t+k}/y_t)\) – are used as the dependent variable³. In the following textual discussion this variable is denoted CG2 and so on to refer to, for example, \((400/2)\ln(y_{t+2}/y_t)\). Data were tested for stationarity using ADF tests over the longest available sample period (1959 to 2006 for the various transformations of GDP data, and 1972 to 2006 for the term spread and its two constituents), and the null of a unit root was rejected in all cases.

²The monthly ‘cash-rate’ data are a splice of the series for the 11 am call rate and the interbank cash rate. Monthly cash-rate data are within-month averages of daily data, while available 5-year bond data are end-of-month data. Interest-rate data are not seasonally adjusted.

³Analyses based on so-called marginal growth models with the dependent variable defined as 2 quarter growth \(k\) periods ahead (i.e. \((400/n)\ln(y_{t+k}/y_{t+k-2})\)) proved uninformative, as did Probit and Logit models, with the dependent categorical variable defined in terms of GDP slowdowns of varying degrees of severity. In some sub-samples there is only a small number of recession episodes which limits the extent to which stability across monetary regimes can be examined. Further detail can be provided on request from the authors.
Sub-samples have been chosen as follows:

Sample One: (Early) 1972(1) – 1984(4)
Sample Two (Checklist) : 1985(1) – 1992(4)
Sample Three: (Targeting) 1993(1) – 2006(4)

The beginning and end points for the full sample are determined by the availability of data at the time of writing. The beginning of the Targeting sample represents the start of the Reserve Bank’s inflation-targeting regime. Choosing the break between the Early and Checklist samples is a little more problematic, as monetary deregulation occurred gradually in Australia. As mentioned earlier, official interest rates were deregulated in stages, starting in 1979. The exchange rate was floated in December 1983. Finally, the policy of targeting the growth rate of M3 was formally abandoned in January 1985. On this basis, we choose 1985(1) as the beginning of Checklist sample, during which monetary policy was conducted by adjusting interest rates in response to variation in a ‘checklist’ of economic variables.

Lowe (1992) suggests that interest rates determined under the tender system have more closely reflected market conditions and expectations than was the case with the tap system. While this may be true for one of the two rates, it is an empirical issue whether the spread has been more closely reflective of market conditions in later sample periods – changing patterns in the component series can be seen in the monthly data shown in Figure 1, where the 5-year bond rate was set by Treasury in earlier periods, with the cash rate being set by the Reserve Bank in later periods. So, although we do not necessarily disagree with Lowe’s argument regarding the changing nature of information incorporated in the term spread between the Early and Checklist samples, the main focus in what follows is in the comparison between the Checklist and Targeting regimes.

---

4 Although the inflation-targeting regime was formalised in 14 August 1996, by an exchange of letters between the then Treasurer and the designate Reserve Bank Governor, most accounts recognise that the Reserve Bank had started targeting inflation early in 1993 – see for instance Grenville (1997) or Macfarlane (1998).

5 Although our econometric work uses quarterly data, Figure 1 is based on monthly data so as to more clearly highlight changes in the time-series properties of the various series.
A final consideration concerns the effects of changes in the private-sector information set, rather than changes in central bank objectives. Instead of defining sub-samples in terms of the break between the checklist and inflation-targeting, it may be more important to consider the effect of changes in the way monetary policy was communicated to Australian financial markets. In this respect a break occurred in January 1990, after which the Reserve Bank’s monetary policy actions were communicated immediately. The post-1990 period also coincides with rapid disinflation which occurred before the adoption of inflation targeting. Accordingly, the robustness of the Targeting results will be
checked by analysing a Post 1990 sample, running from 1990(1) to 2006(4)\(^6\).

4 Results

This section comprises several parts. We first investigate stability across subsamples using a regression relating cumulative growth to the term spread and lagged growth rates. Several variants of the basic regression are then examined for evidence of specific monetary-policy effects. The last part of this section uses the expectations theory of the term structure to disentangle the ‘expected-rate-change’ and ‘term premium’ effects.

4.1 Basic regression

The basic regression equation (1) is used to quantify the relationship between the term spread and cumulative GDP growth over the following \(k\) quarters, where \(s\) represents the term spread.

\[
(400/k) \ln(y_{t+k}/y_t) = \alpha_0 + \alpha_1 s_t + \sum_{j=0}^{3} \beta_j (400) \ln(y_{t+j}/y_{t+j-1}) + \epsilon_t \quad (1)
\]

We allow for the possibility that the persistence of output growth means that past values of GDP growth are also useful predictors of cumulative growth\(^7\). The definition of the dependent variable implies overlapping data resulting in autocorrelated errors – we therefore apply a Newey-West (1987) correction.

Detailed results are provided in Appendix Table 1, and are summarised in Figure 2 (as in later Figures, red (upward sloping hash) columns indicate significance at 1%; blue (downward sloping hash) indicates significance at 10%).

In Figure 2, the first of each pair of vertical bars represents the estimate of

---

\(^6\)If 1990(1) is taken as the break point, there are too few observations in the shorter Checklist sample for meaningful analysis, so only Post 1990 results are reported.

\(^7\)A more general approach would be to estimate a VAR in the term spread and output growth, and to generate \(k\)-step ahead forecasts by iterating the VAR. We follow Stock and Watson (2003) in using a linear regression specification.
\( \alpha_1 \) in a version of (1) which excludes past GDP growth rates as regressors; the second of the set of bars is the estimate of \( \alpha_1 \) obtained when conditioning on past GDP growth. Horizontal axis labels refer to value of \( k \) in the dependent variable CGk.

First, the estimated spread coefficient is always positive suggesting that, in accord with priors, an increase in the yield spread precedes an increase in growth. The estimates for the unconditional version of (1) also favour our theoretical priors with respect to sub-sample properties — in the Checklist sample, estimated values for forecasting cumulative growth are positive for CG2 and CG4 (significant at 1% and 10% respectively). During the Targeting sample, estimated values of \( \alpha_1 \) are numerically smaller and never significantly different from zero.

When estimates of \( \alpha_1 \) are conditioned on past GDP growth rates, they are insignificant at all time horizons for cumulative growth in the Checklist period, but the estimate is significant for CG2 in the Targeting period (\( p \)-value 0.098).

![Figure 2 Estimates of \( \alpha_1 \): Unconditional and Conditional models.](image-url)
Our results for the Checklist period give a different picture than that provided by Lowe (1992). In terms of our notation, his conditional model can be written as

\[
\frac{400}{k} \ln\left(\frac{y_{t+k}}{y_t}\right) = \alpha_0 + \alpha_1 s_t + \alpha_2 \text{Lead}_t + \epsilon_t
\]

where \(\text{Lead}\) is the annualised percentage change in the Index of Leading Indicators over the previous quarter. Over the sample period 1982(3)-1991(2) he finds that, unlike the results shown in Figure 2, the term spread is significant in both the unconditional and conditional models for CG4, CG6 and CG8, and that the numerical values of the estimated values of \(\alpha_1\) are virtually the same across the two models. Evidently, the choice of conditioning variable — \(\text{Lead}\) in Lowe’s model, and past GDP growth rates in Figure 2 — plays a role in assessing the forecasting performance of the term spread⁸.

A comparison of results for the Target and Post 1990 samples is provided in Figure 3. For the unconditional model, the coefficient on the term spread is positive, larger than for the Targeting sample, and significant (at 10%) for all time horizons. This pattern is maintained in the conditional model — \(\hat{\alpha}_1\) is positive and greater than in the Target sample; it is significant at horizons 2, 6 and 8.

The preliminary conclusion is that, comparing the Checklist and Targeting periods, results do not support the predictions of Bordo and Haubrich (2004) and Ellingsen and Söderström (2001), that the term spread is less likely to be significant in an inflation-targeting regime. When the regression is conditioned on past GDP growth the term spread is not significant in the Checklist sample, but it is significant (for a two-quarter time horizon) in the targeting sample. If attention is focussed on the Post 1990 sample, the spread is almost always significant and positive, in both the unconditional and conditional models.

⁸It should be emphasised that our Checklist sample does not overlap with the ‘deregulated’ sample of Lowe (1992), and that our GDP data are of more recent vintage than those used by him.
We now provide further analysis of the cumulative growth regression to test if the predictive power of the term spread can be better understood by specifying alternative models\(^9\). Following Dotsey (1998), (1) is augmented by additional terms that explore the effect of tight monetary policy. The intuition supporting this is that yield inversions (negative term spreads) may simply be a function of tight monetary policy, and hence it is only in periods where the cash rate is rising that the yield curve forecasts a slowdown in growth. Alternatively, it may be that tight monetary policy, and not a yield inversion, precedes any slowdown in growth, and hence the addition of the monetary policy proxy term may reduce the significance of the term spread coefficient.

\(^9\)We have also explored nonlinearities in the relationship. This approach decomposes the spread into three components: normal values; unusually high values; and unusually low values, to test if these different ranges result in different relationships between the spread and economic growth. No significant nonlinearities were found.
4.2 Effect of monetary tightening

To consider the effect of monetary tightening, the following regression is performed:

\[
\frac{(400/k)}{\ln(y_{t+k}/y_t)} = \alpha_0 + \alpha_1 d_t s_t + \alpha_2 d_t + \alpha_3 s_t + \sum_{j=0}^{3} \beta_j \frac{(400)}{\ln(y_{t+j}/y_{t-j-1})} + \epsilon_t \tag{3}
\]

where the dummy variable \(d_t\) takes the value 1 if the cash rate is raised by at least 50 basis points over the preceding two quarters, \(s_t\) again represents the term spread, and \(ds_t\) interacts the dummy variable with the spread. As before, the expected sign on the coefficient on the spread (\(\alpha_3\)) is positive, while the expected signs for \(\alpha_1\) and \(\alpha_2\) are positive and negative respectively. Summary results are shown in Figures 4 and 5, with details provided in the Appendix.

---

Figure 4 Estimates of \(\alpha_1, \alpha_2, \alpha_3\): Not conditioned on past GDP growth.
Restricting comparison between the unconditional and conditional models to the two sample periods of most interest — the Checklist and Targeting samples — it can be seen that conditioning on past GDP growth rates has little effect on the overall flavour of the estimates of (3).

Results for the Checklist sample are difficult to interpret. The monetary tightening dummy has the wrong sign for CG2 and CG4 in both models, and is significantly greater than zero for CG2 in the conditional model. We interpret these results to indicate that, because it was not until 1990 that the Reserve Bank signalled changes in monetary policy by announcing changes in the cash rate, our tightening dummy may not reflect the way in which monetary policy was implemented and hence market perceptions of tightening in monetary policy which had actually taken place.

Results for the Targeting sample are more clear-cut. The tightening dummy is significant at all time horizons and the interaction term is significant at all time horizons in the unconditional model, and for CG6 and CG8 in the conditional model. This suggests that when monetary policy is tight the spread has the
effect of reducing cumulative growth. The interaction term is also significant at all time horizons in the unconditional model, and for CG6 and CG8 in the conditional model. The coefficient on the spread itself is not significant at any time horizon in either model.

Now turn to a comparison between the Post 1990 and Targeting samples provided in Tables 2A and 2B in the Appendix. In the Post 1990 unconditional model \( \alpha_3 \), the coefficient on the spread, is positive and significant at time horizons 2, 6 and 8. The coefficient on the tightening dummy, \( \alpha_2 \), is significant and negative at time horizon 2. However in the conditional model, \( \alpha_3 \) is never significant but \( \alpha_2 \) is significant and negative at time horizons 2 and 4. If more weight is placed on the conditional model, there is some commonality in results across the two samples – in both the Post 1990 and Targeting regimes the term spread adds extra information when monetary policy is tight, but not otherwise.
4.3 Decomposition of the term spread

The second extension to the basic model is to use the pure expectations model of the term structure to decompose the effects of the term spread on cumulative GDP growth into two components – the rationally-expected change in short-term interest rates and the term or risk premium. Using the approach of Hamilton and Kim (2002), the term spread is decomposed as follows:

\[
\hat{i}^\text{5-year} - i^\text{cash}_t = \left( \frac{1}{n} \sum_{j=0}^{n-1} E_t^i i^\text{cash}_j - i^\text{cash}_t \right) + \left( i^\text{5-year}_t - \frac{1}{n} \sum_{j=0}^{n-1} E_t i^\text{cash}_j \right) \tag{4}
\]

Hence the spread contains expectations of future changes in short-term interest rates, \( \frac{1}{n} \sum_{j=0}^{n-1} E_t i^\text{cash}_j - i^\text{cash}_t \), and a term premium for risk or liquidity, denoted \( i^\text{5-year}_t - \frac{1}{n} \sum_{j=0}^{n-1} E_t i^\text{cash}_j \). However we note that by taking an arithmetic rather than geometric mean of the various cash rates, Hamilton and Kim (2002) introduce an approximation error into the data – in its more usual geometric-mean form the first bracketed term in would be

\[
100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_t i^\text{cash}_{j+1}}{400} \right)^{\frac{1}{n}} - 1 \right)
\]

with the expectation replaced by the actual value of the future cash rate on the perfect-foresight assumption. That this approximation error may have important implications can be seen from Figure 6, which plots the averaging error (the difference between the 20-quarter arithmetic and geometric means of the cash rate) and the term spread. Clearly, the averaging error is large relative to the term spread so, in what follows, our decomposition is based on the geometric mean.\(^{10}\)

\(^{10}\)Data shown in Figure 6 for the averaging error terminate 20 quarters before the end of the sample period because of the forward-looking nature of the expectations model in (4). The averaging error increases nonlinearly with the cash rate; for this reason the error is numerically larger than in Hamilton and Kim’s (2002) study. As a separate exercise we have investigated the effect of averaging error on Hamilton and Kim’s results for the United States over their 1953 to 1988 sample. Their results are hardly affected by the use of different averaging methods.
Substituting the decomposition into (1), we have:

\[
\frac{400}{k} \ln(y_{t+k}/y_t) = \alpha_0 + \alpha_1 \left( 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_{t+k}^\text{cash}}{400} \right) \right)^{\frac{4}{n}} - 1 \right) - \epsilon_t
\]

\[
+ \alpha_1 \left( \frac{\delta_{\text{year}}}{i^t_k} - 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_{t+k}^\text{cash}}{400} \right) \right)^{\frac{\delta}{4}} - 1 \right) + \epsilon_t
\]

Generalising to allow for different coefficients on the two bracketed terms we
have

\[
\frac{400}{k} \ln(y_{t+k}/y_t) = \alpha_0 + \lambda_1 \left( 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_i \alpha_j}{400} \right)^{\frac{j}{\pi}} \right) - 1 \right) - \frac{\pi}{\lambda_i} \]

\[+ \lambda_2 \left( i_{t+k}^{\text{year}} - 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_i \alpha_j}{400} \right)^{\frac{j}{\pi}} \right) - 1 \right) + \epsilon_t \]

(6)

If agents make interest-rate forecast errors, they may be defined as:

\[
v_{t+n} = 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{i^\text{cash}_t}{400} \right)^{\frac{j}{\pi}} \right) - 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_i \alpha_j}{400} \right)^{\frac{j}{\pi}} \right) - 1 \]

(7)

which then defines the following:

\[
\frac{400}{k} \ln(y_{t+k}/y_t) = \alpha_0 + \lambda_1 \left( 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_i \alpha_j}{400} \right)^{\frac{j}{\pi}} \right) - 1 \right) - \frac{\pi}{\lambda_i} \]

\[+ \lambda_2 \left( i_{t+k}^{\text{year}} - 100 \left( \prod_{j=0}^{n-1} \left( 1 + \frac{E_i \alpha_j}{400} \right)^{\frac{j}{\pi}} \right) - 1 \right) + \epsilon_t \]

(8)

where

\[
\zeta_t = \epsilon_t + (\lambda_2 - \lambda_1) v_{t+n} \]

(9)

Because the bracketed terms on the right hand side of (8) may be correlated with the disturbance term, we use instrumental-variables estimation using variables known at time \( t \) as instruments — under the assumptions of rational expectations, variable values known at time \( t \) should be uncorrelated with
the residuals, and \( \nu_{t+n} \) should equal zero on average\(^{11}\). We obtained results with two alternative sets of instruments: a constant, \( i_t^\text{year} \) and \( i_t^\text{cash} \); and a constant, \( i_t^\text{year} \), \( i_t^\text{cash} \), and the four lagged values of the GDP growth rate, \((400) \ln(y_{t+j}/y_{t+j-1})\), used previously as regressors in the OLS estimation of the conditional models. Results were similar for both sets of instruments, so only those for the smaller set are reported here.

Results, using a constant and current values of the cash rate and the 5 year bond rate as instruments, are provided in Figure 7, with details in Table 3A of the Appendix.

\[^{11}\]Rational expectations are necessarily implied by the derivation of the model, as the expected future path of interest rates is captured by taking the mean of the actual path of future interest rates. Any forecasting errors are present in the residuals (10). Rational expectations hence assume that all available information is already incorporated into the forecast.
any impact on the relationship between the perfect-foresight term spread and cumulative GDP growth. As results in Table 3A of the appendix show, this finding is not dependent on the choice of 1993(1) as the start of the changed monetary regime; the Post 1990 sample yields similar results. Nor are the results dependent on the use of geometric averaging. If arithmetic averaging is used the results in Table 3b show that the pattern and size of numerical estimates change, but none are significant.

It is, however, interesting to note that our results contrast with those from Hamilton and Kim (2002) in their study using data from the United States. They estimate (8) using data from 1953(3) to 1988(4), with the spread defined as the difference between yields on 90-day Treasury bills and the 10 year Treasury bonds. They find that expected changes in interest rates are significant for forecasting growth 12 quarters ahead, while the premium was significant for forecasting growth up to 8 quarters ahead. Hamilton and Kim (2002) find that where both coefficients are significant both are positive and the test of $\lambda_1 = \lambda_2$ is rejected, with $\lambda_1$ being larger than $\lambda_2$. On this basis they conclude that the most important reason that a negative term spread predicts slower GDP growth in the US is that ‘a low spread implies falling future short term interest rates’ (p.351), but they are unsuccessful in their attempt to explain the positive sign of $\lambda_2$ in terms of the cyclical behaviour of GDP volatility\textsuperscript{12}.

5 Conclusions

This study has two objectives – to determine the degree to which the Australian term spread can forecast real GDP growth; and to examine whether this relationship, if shown to exist, has changed over time. Our results suggest that over

\textsuperscript{12}Although Hamilton and Kim (2002) do not investigate the stability of their results across different monetary regimes, Rudebusch et. al. (2007) estimate a model similar to (8); $CG_4t = \alpha_0 + \lambda_1 (HK_1)_t + \lambda_2 (HK_2)_t + CG_{4t-4} + \epsilon_t$ where $HK_1$ and $HK_2$ refer to the two elements of the Hamilton-Kim arithmetic-mean decomposition of the 90 day - 10 year term spread. Using US data for the sample1962-2005, they find $\lambda_1$ to be significant and positive, but $\lambda_2$ is insignificant. Over the shorter sample 1985-2002, neither coefficient is significant.
some periods the term spread has been useful for forecasting cumulative real GDP growth. More specifically, in models in which the term spread is the only regressor, there is some evidence to suggest that the term spread had predictive power in the Checklist sample, but not in the Targeting sample. These results accord with the common perception of a decline in the predictive ability of the term spread in recent times, and appear to support theoretical predictions that the spread should have less predictive power in a inflation-targeting regime.

However we show that these initial results are sensitive to conditioning on other variables which might be useful in forecasting cumulative GDP growth. In the first extension, past values of quarter-on-quarter GDP growth are included as regressors along with the term spread. This extension reverses our earlier conclusions to the extent that there is no significant forecasting value for the term spread in the Checklist period but (for a two-quarter forecasting horizon) the estimated coefficient on the term spread is positive and significant.

The second extension explores whether the term spread has predictive power once changes in the stance of monetary policy are taken into account — changes in stance are captured by a ‘tightening dummy’ which takes the value 1 if the cash rate is raised by at least 50 basis points over the preceding two quarters. Although the results for the Checklist period are difficult to interpret, there is a reasonably clear finding that in the Targeting regime the term spread adds extra information when monetary policy is tight, but not otherwise. This conclusion also holds if the change in monetary regime is assumed to have taken place in 1990(1), when the Reserve Bank began announcing its changes to monetary policy at the same time as the changes were implemented.

Finally, we decompose the term spread into two components — the expected change in the short term interest rate, and the change in the term premium. Neither component appears to be significant in the Checklist and Inflation Targeting samples. These results are at variance with those obtained by Hamilton and Kim (2002) who explore the significance of the two components for a long post-war sample of data in the United States.

To sum up, it appears that, at least for forecasting Australian cumulative
GDP growth, the role of the term spread has been somewhat overstated. The term spread loses its influence once other plausible effects are taken into account.
## 6 Appendix

### Table 1 The Term Spread and Cumulative GDP Growth

**OLS Regression**

Equation (1)

\[(400/k) \ln(y_{t+k}/y_t) = \alpha_0 + \alpha_1 s_t + \sum_{j=0}^{3} \beta_j (400) \ln(y_{t+j}/y_{t+j-1}) + \epsilon_t\]

<table>
<thead>
<tr>
<th>Sample</th>
<th>Unconditional model</th>
<th>Conditional model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k</td>
<td>(\alpha_1)</td>
</tr>
<tr>
<td>1972(1)-1984(4)</td>
<td>2</td>
<td>0.776</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.307</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.165</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.404**</td>
</tr>
<tr>
<td>1985(1)-1992(4)</td>
<td>4</td>
<td>0.359*</td>
</tr>
<tr>
<td>Checklist</td>
<td>6</td>
<td>0.413</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.384</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.160</td>
</tr>
<tr>
<td>1993(1)-2006(4)</td>
<td>4</td>
<td>0.047</td>
</tr>
<tr>
<td>Targeting</td>
<td>6</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.104</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.745**</td>
</tr>
<tr>
<td>1990(1) - 2006(4)</td>
<td>4</td>
<td>0.580**</td>
</tr>
<tr>
<td>Post 1990</td>
<td>6</td>
<td>0.538**</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.486**</td>
</tr>
</tbody>
</table>

*Note:* * and ** represents \(\alpha_1\) significant at the 1% and 10% level of confidence respectively; estimates corrected for autocorrelation and heteroskedasticity using Newey and West (1987). Coefficients on lagged growth not shown for conditional model.
Table 2A  Monetary tightening, the Term Spread and GDP Growth

OLS Regression  Equation (3): Not conditional on lagged GDP growth

\[(400/k) \ln(y_{t+k}/y_t) = \alpha_0 + \alpha_1 d_t s_t + \alpha_2 d_t + \alpha_3 s_t + \epsilon_t\]

<table>
<thead>
<tr>
<th>Sample</th>
<th>(k)</th>
<th>(\alpha_1)</th>
<th>(p\text{ value})</th>
<th>(\alpha_2)</th>
<th>(p\text{ value})</th>
<th>(\alpha_3)</th>
<th>(p\text{ value})</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early</td>
<td>2</td>
<td>-0.196</td>
<td>0.739</td>
<td>-1.696</td>
<td>0.179</td>
<td>0.583</td>
<td>0.231</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.336</td>
<td>0.421</td>
<td>-1.899**</td>
<td>0.030</td>
<td>-0.110</td>
<td>0.803</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-0.127</td>
<td>0.749</td>
<td>-1.337**</td>
<td>0.058</td>
<td>0.003</td>
<td>0.994</td>
<td>0.078</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.078</td>
<td>0.832</td>
<td>-1.084**</td>
<td>0.041</td>
<td>-0.074</td>
<td>0.785</td>
<td>0.039</td>
</tr>
<tr>
<td>Checklist</td>
<td>2</td>
<td>0.513</td>
<td>0.381</td>
<td>2.621**</td>
<td>0.027</td>
<td>0.383</td>
<td>0.490</td>
<td>0.139</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.459</td>
<td>0.313</td>
<td>1.458</td>
<td>0.215</td>
<td>0.243</td>
<td>0.646</td>
<td>0.087</td>
</tr>
<tr>
<td>Targeting</td>
<td>6</td>
<td>0.062**</td>
<td>0.846</td>
<td>0.096</td>
<td>0.910</td>
<td>0.386</td>
<td>0.387</td>
<td>0.102</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-0.116</td>
<td>0.625</td>
<td>-0.597</td>
<td>0.232</td>
<td>0.388</td>
<td>0.269</td>
<td>0.138</td>
</tr>
<tr>
<td>Targeting</td>
<td>2</td>
<td>0.991*</td>
<td>0.010</td>
<td>-2.725*</td>
<td>0.008</td>
<td>0.057</td>
<td>0.786</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.718*</td>
<td>0.001</td>
<td>-1.896*</td>
<td>0.002</td>
<td>-0.0364</td>
<td>0.821</td>
<td>0.148</td>
</tr>
<tr>
<td>Targeting</td>
<td>6</td>
<td>0.397**</td>
<td>0.016</td>
<td>-0.958**</td>
<td>0.018</td>
<td>-0.006</td>
<td>0.965</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.251*</td>
<td>0.000</td>
<td>-0.674*</td>
<td>0.004</td>
<td>0.068</td>
<td>0.353</td>
<td>0.028</td>
</tr>
<tr>
<td>Targeting</td>
<td>2</td>
<td>0.270</td>
<td>0.597</td>
<td>-1.788**</td>
<td>0.094</td>
<td>0.779**</td>
<td>0.077</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.069</td>
<td>0.854</td>
<td>-1.026</td>
<td>0.131</td>
<td>0.612</td>
<td>0.108</td>
<td>0.189</td>
</tr>
<tr>
<td>Post 1990</td>
<td>6</td>
<td>-0.187</td>
<td>0.547</td>
<td>-0.246</td>
<td>0.621</td>
<td>0.578**</td>
<td>0.067</td>
<td>0.233</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-0.205</td>
<td>0.392</td>
<td>-0.142</td>
<td>0.683</td>
<td>0.524**</td>
<td>0.037</td>
<td>0.285</td>
</tr>
</tbody>
</table>

*Note: * and ** represents \(\alpha_1\) significant at the 1% and 10% level of confidence respectively; estimates corrected for autocorrelation and heteroskedasticity using Newey and West (1987).
Table 2B  Monetary tightening, the Term Spread and GDP Growth

OLS Regression Equation (3): Conditional on lagged GDP growth

\[(400/k) \ln(y_{t+k}/y_t) = \alpha_0 + \alpha_1 d_t s_t + \alpha_2 d_t + \alpha_3 s_t + \sum_{j=0}^{3} \beta_j (400) \ln(y_{t+j}/y_{t+j-1}) + \epsilon_t\]

<table>
<thead>
<tr>
<th>Sample</th>
<th>k</th>
<th>(\alpha_1)</th>
<th>p value</th>
<th>(\alpha_2)</th>
<th>p value</th>
<th>(\alpha_3)</th>
<th>p value</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early</td>
<td>2</td>
<td>-0.622</td>
<td>0.365</td>
<td>-0.996</td>
<td>0.383</td>
<td>1.002</td>
<td>0.081</td>
<td>0.086</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.059</td>
<td>0.905</td>
<td>-1.490</td>
<td>0.038</td>
<td>0.169</td>
<td>0.747</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-0.302</td>
<td>0.445</td>
<td>-0.783</td>
<td>0.114</td>
<td>0.251</td>
<td>0.507</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-0.204</td>
<td>0.597</td>
<td>-0.458</td>
<td>0.224</td>
<td>0.272</td>
<td>0.412</td>
<td>0.208</td>
</tr>
<tr>
<td>Checklist</td>
<td>2</td>
<td>0.608</td>
<td>0.174</td>
<td>2.320</td>
<td>0.063</td>
<td>0.105</td>
<td>0.806</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.471</td>
<td>0.288</td>
<td>1.408</td>
<td>0.235</td>
<td>0.116</td>
<td>0.792</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.086</td>
<td>0.798</td>
<td>-0.089</td>
<td>0.921</td>
<td>0.339</td>
<td>0.408</td>
<td>-0.023</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-0.069</td>
<td>0.791</td>
<td>-0.814</td>
<td>0.132</td>
<td>0.339</td>
<td>0.310</td>
<td>0.022</td>
</tr>
<tr>
<td>Targeting</td>
<td>2</td>
<td>0.626</td>
<td>0.227</td>
<td>-2.360</td>
<td>0.045</td>
<td>0.378</td>
<td>0.167</td>
<td>0.178</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.506</td>
<td>0.108</td>
<td>-1.808</td>
<td>0.017</td>
<td>0.099</td>
<td>0.639</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.415</td>
<td>0.076</td>
<td>-1.033</td>
<td>0.029</td>
<td>-0.027</td>
<td>0.864</td>
<td>-0.022</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.219</td>
<td>0.062</td>
<td>-0.648</td>
<td>0.023</td>
<td>0.103</td>
<td>0.340</td>
<td>-0.061</td>
</tr>
<tr>
<td>Post 1990</td>
<td>2</td>
<td>0.405</td>
<td>0.447</td>
<td>-2.005**</td>
<td>0.067</td>
<td>0.665</td>
<td>0.139</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.158</td>
<td>0.666</td>
<td>-1.254**</td>
<td>0.096</td>
<td>0.529</td>
<td>0.165</td>
<td>0.152</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-0.051</td>
<td>0.873</td>
<td>-0.406</td>
<td>-0.482</td>
<td>0.494</td>
<td>0.131</td>
<td>0.190</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-0.143</td>
<td>0.589</td>
<td>-0.155</td>
<td>0.713</td>
<td>0.503</td>
<td>0.061</td>
<td>0.238</td>
</tr>
</tbody>
</table>

Note: * and ** represents \(\hat{\alpha}_1\) significant at the 1% and 10% level of confidence respectively; estimates corrected for autocorrelation and heteroskedasticity using Newey and West (1987). Coefficients on lagged growth not shown for conditional model.
Table 3A Geometric Decomposition of Term Spread and GDP Growth

\[
\frac{(400/k)}{\ln(y_{t+k}/y_t)} = \alpha_0 + \lambda_1 \left( 100 \left( \frac{n-1}{\prod_{j=0}^{n-1} \left( 1 + \frac{E_t^{\text{cash}}}{400} \right)^{1/j} - 1} \right) - i_t^{\text{cash}} \right) \\
+ \lambda_2 \left( i_t^{\text{year}} - 100 \left( \frac{n-1}{\prod_{j=0}^{n-1} \left( 1 + \frac{E_t^{\text{cash}}}{400} \right)^{1/j} - 1} \right) \right) + \epsilon_t
\]

Sample  |  $k$  |  $\lambda_1$  |  $p$ value  |  $\lambda_2$  |  $p$ value  \\
---|---|---|---|---|---
2  | 0.787  | 0.114  | 0.194  | 0.523  \\
4  | 0.140  | 0.780  | 0.262  | 0.526  \\
Early  | 6  | 0.101  | 0.824  | 0.113  | 0.752  \\
8  | 0.184  | 0.564  | -0.034  | 0.895  \\
2  | 0.420  | 0.722  | -0.102  | 0.965  \\
4  | 0.355  | 0.992  | 0.075  | 0.998  \\
Checklist  | 6  | 0.388  | 0.991  | 0.302  | 0.999  \\
8  | 0.353  | 0.993  | -0.628  | 0.997  \\
2  | 0.417  | 0.631  | 1.329  | 0.866  \\
4  | 0.083  | 0.896  | 0.833  | 0.885  \\
Targeting  | 6  | -0.176  | 0.999  | 0.003  | 0.999  \\
8  | -0.261  | 0.276  | -0.692  | 0.759  \\
2  | 1.127  | 0.774  | 2.489  | 0.916  \\
4  | 1.052  | 0.997  | 2.770  | 0.998  \\
Post 1990  | 6  | 0.666  | 0.769  | 1.130  | 0.934  \\
8  | 0.322  | 0.997  | -0.332  | 0.999  \\

Note: Estimation by instrumental variables with a constant, $i_t^{\text{year}}$, $i_t^{\text{cash}}$ as instruments; estimates corrected for autocorrelation and heteroskedasticity using Newey and West (1987).
Table 3B Arithmetic Decomposition of Term Spread and GDP Growth

\[
\frac{(400/k) \ln(y_{t+k}/y_t)}{\ln(y_t + k)} = \alpha_0 + \lambda_1 \left( \frac{1}{n} \sum_{j=0}^{n-1} E_t i_t^\text{cash} - i_t^\text{cash} \right) + \lambda_2 \left( i_t^{5\text{year}} - \frac{1}{n} \sum_{j=0}^{n-1} E_t i_t^\text{cash} \right) + \epsilon_t
\]

<table>
<thead>
<tr>
<th>Sample</th>
<th>(k)</th>
<th>(\lambda_1)</th>
<th>(p) value</th>
<th>(\lambda_2)</th>
<th>(p) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.818**</td>
<td>0.035</td>
<td>0.109</td>
<td>0.910</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.333</td>
<td>0.266</td>
<td>-0.543</td>
<td>0.584</td>
<td></td>
</tr>
<tr>
<td>Early</td>
<td>6</td>
<td>0.177</td>
<td>0.526</td>
<td>-0.203</td>
<td>0.844</td>
</tr>
<tr>
<td>8</td>
<td>0.126</td>
<td>0.562</td>
<td>0.222</td>
<td>0.807</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.312</td>
<td>0.531</td>
<td>-0.648</td>
<td>0.948</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.328</td>
<td>0.999</td>
<td>-0.045</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>Checklist</td>
<td>6</td>
<td>0.426</td>
<td>0.994</td>
<td>0.478</td>
<td>0.998</td>
</tr>
<tr>
<td>8</td>
<td>0.416</td>
<td>0.999</td>
<td>0.663</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.198</td>
<td>0.186</td>
<td>-0.130</td>
<td>0.753</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.066</td>
<td>0.605</td>
<td>-0.088</td>
<td>0.806</td>
<td></td>
</tr>
<tr>
<td>Targeting</td>
<td>6</td>
<td>-0.176</td>
<td>0.311</td>
<td>0.014</td>
<td>0.923</td>
</tr>
<tr>
<td>8</td>
<td>-0.117</td>
<td>0.414</td>
<td>0.127</td>
<td>0.300</td>
<td></td>
</tr>
</tbody>
</table>

Note: * and ** represents significance at the 1% and 10% level of confidence respectively; estimates corrected for autocorrelation and heteroskedasticity using Newey and West (1987). Estimation by instrumental variables with a constant, \(i_t^{5\text{year}}, i_t^\text{cash}\) as instruments.
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