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Abstract

The interbank overnight cash market is central to the implementation of monetary policy in Australia. The Reserve Bank of Australia (RBA) has historically gathered information about this market via a survey that provided a summary of participants’ daily lending and borrowing. These data were highly aggregated and, until May 2016, were the RBA’s only source of quantitative information on this market.

This paper develops an innovative algorithm that identifies overnight interbank loans from the millions of payments settled through Australia’s high-value payments system. Using this algorithm, we are able to construct a historical loan-level database. By comparing aggregates from our database to the survey data collected by the RBA, we conclude that our algorithm successfully identifies these loans. Between 2005 and 2015, the daily correlations between the summary data and the algorithm output are greater than 90 per cent. The novel features of our algorithm are important; applying existing algorithms to Australia produces correlations below 40 per cent. So these novel features may also be useful for identifying overnight interbank loans in other countries.

Using the loan-level database, this paper explores features of the market that were previously unobservable. But the main advantage of this new database is the ability to conduct previously infeasible analyses of this market, such as forthcoming analysis of how the market evolved during the global financial crisis.
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1. Introduction

The average interest rate on unsecured overnight interbank loans – the cash rate – is the Reserve Bank of Australia’s (RBA) operational target for monetary policy. Moreover, the market for these loans (known as the interbank overnight cash (IBOC) market) is the market most directly affected by the RBA’s standing facilities, and the RBA has control over the supply of funds in this market.\(^1\) So this market represents the first step in the transmission of monetary policy to the rest of the economy, meaning its smooth operation is critical for the financial and economic system. Consequently, it is important for the RBA to have detailed knowledge about this market.

While central banks have a wealth of information on interbank payments, there has historically been no in-built ability to distinguish the payments that constitute loans from other types of payments (other payments include those between banks’ customers and foreign exchange transactions).\(^2\) Moreover, other sources of information about these loans do not typically include the level of detail that would be available in a loan-level dataset. For example, the RBA’s Interbank Overnight Cash Rate Survey (IBOC Survey) only provided the aggregate gross value of each survey participant’s IBOC lending and borrowing during each trading session of the day, and the average interest rate at which these loans occurred.\(^3\)

To garner detailed information on IBOC loans, algorithms have been developed to identify the interbank payments that constitute these loans. These algorithms are typically based on the seminal work of Furfine (1999), but have since been extended along several dimensions (see Demiralp, Preslopsky and Whitesell (2004) and Hendry and Kamhi (2007), for example). Given the mixed success of these algorithms (see Appendix A for details), we build on this literature to design a new algorithm for use in Australia (detailed in Section 3).

The main innovation of our algorithm is the ability to identify ‘rollovers’. A rollover occurs when, instead of repaying a loan from the previous day, the lender and borrower agree to a new IBOC loan. The lack of next-day repayment makes rollovers difficult to separately identify from longer-term loans. As a result, even though previous international research has discussed the possibility of rollovers (e.g. Furfine 1999; Armantier and Copeland 2015; Arciero et al 2016), existing algorithms do not attempt to identify them.

Identifying rollovers introduces complications beyond the lack of daily repayments. For example, borrowers could pay interest on a daily basis even though the principal of the loan is rolled over, or all interest could be paid when the loan ceases to be rolled over (with interest not necessarily included in the same payment as the principal). Interest may also be calculated in different ways (i.e. simple or compound). Our algorithm allows for all of these possibilities.

Perhaps the biggest innovation of our algorithm is the ability to identify rollovers for which only part of the principal is rolled over, or for which the principal is increased. In this case, daily

---

1. Although some non-banks are able to participate in the IBOC market, the majority of participants are banks. For simplicity, this paper refers to all participants as ‘banks’.

2. Section 2 describes Australia’s high-value payments system (known as the Reserve Bank Information and Transfer System, or RITS) and the IBOC market.

3. From May 2016, the RBA has required banks to identify IBOC-related transactions in RITS (for more information, see RBA (2016)).
payments only reflect the change in principal, and the dollar value of daily interest varies over the rollover period (with the changes in principal). For reasons that will be explained in Section 3, identifying this type of rollover requires an algorithm that is fundamentally different to a Furfine-type algorithm.

By comparing aggregates of the IBOC loans identified by our algorithm to IBOC Survey data, we conclude that our algorithm successfully identifies the majority of IBOC loans. Between 2005 and 2015, the daily correlations between the IBOC Survey data and the algorithm output are greater than 90 per cent (increasing to 96 per cent for the four major Australian banks). As is discussed in Section 4, such accuracy is uncommon in the existing literature, which may be partially due to the inability of existing algorithms to identify rollovers (the daily correlations in our sample drop below 40 per cent if rollovers are excluded). So the novel features of our algorithm may also be useful for identifying overnight interbank loans in other countries.

The loan-level dataset produced by our algorithm contains information on counterparties, loan values, interest rates, time of settlement, time of repayment, rollover length, and repayment structures. With the most detailed IBOC market dataset ever constructed now at our disposal, we explore several features of the market that were previously unobservable. The aim is to both improve our understanding of how the market functions, and help explain several of the changes that have occurred over the past decade, for example (see Section 5 for details):

- The halving of IBOC market activity between 2009 and 2015 mainly involved an 87 per cent fall in the value of rollovers (rollovers accounted for almost half of the market before the fall), with the value of non-rolled loans being little changed.

- While both rollovers and non-rolled loans appear to be used to satisfy banks’ late-day funding needs, they are not perfect substitutes, with rollovers conducted earlier in the day (when banks may be less certain of their late-day funding requirements). Knowing the timing of loans is important for operational decisions made by the RBA (such as the timing of open market operations).

- Banks are currently conducting non-rolled lending during a briefer period (towards the end of the day) than has been the case historically. And, despite significant changes to the market resulting from the introduction of same-day settlement of direct entry obligations in November 2013, there is little evidence that these changes affected the timing of non-rolled IBOC loans.

- Simple interest was used to calculate the repayments of rollovers, even though daily interest typically remained outstanding for the life of the rollover.

The main advantage of this new loan-level database is the ability to conduct previously infeasible analyses of the IBOC market, such as forthcoming analysis of how the market changed during the global financial crisis.
2. The Australian Payments System and IBOC Market

This section is based on RBA *Bulletin* articles that analyse Australia’s high-value payments system and IBOC market (Baker and Jacobs 2010; Gallagher, Gauntlett and Sunner 2010; Fraser and Gatty 2014), and information available on the RBA website (RBA 2009a, 2009b, 2012, 2015b, 2015c, 2016). Readers familiar with the Australian payments system and IBOC market may skip this section.

Australia’s high-value payments system is the Reserve Bank Information and Transfer System (RITS). RITS is used by banks and other approved institutions to settle payment obligations on either a real-time gross settlement (RTGS) basis or periodically on a multilaterally netted basis. RITS is open on days when banks are generally open for business in Sydney or Melbourne.

RTGS transactions are entered into RITS either directly (known as ‘cash transfers’) or indirectly via external feeder systems (either the SWIFT Payment Delivery System or Austraclear). The Austraclear system provides settlement facilities for wholesale debt securities and money market transactions. The SWIFT system is predominantly comprised of payments between banks’ customers and the Australian dollar leg of foreign exchange transactions.

Market liaison suggested that the majority of IBOC loans were executed using cash transfers, but that some participants preferred to use Austraclear. Due to the large number of SWIFT transactions (91 per cent of all RTGS transactions during 2009/10 – see Gallagher *et al* (2010)), and market liaison suggesting that this payment system was unlikely to be used to settle IBOC loans, our research only uses RTGS transactions entered either directly or via Austraclear.4

RITS transactions are settled using Exchange Settlement Accounts (ESAs). These are accounts ‘held at the Reserve Bank of Australia by financial institutions to settle financial obligations arising from the clearing of payments’ (RBA 2009b). ESAs are mandatory for all Australian-licensed banks and for other authorised deposit-taking institutions with RTGS transactions of at least 0.25 per cent of the total value of RTGS transactions. Financial institutions that do not meet these requirements may also be eligible for ESAs. For simplicity, this paper will refer to any financial institution with an ESA as a ‘bank’.

The IBOC market is used by banks to manage their liquidity. ESAs must remain in credit at all times; banks borrow in the IBOC market to ensure they satisfy this requirement (as the cost of overnight borrowing from the RBA is 25 basis points above the target cash rate). The RBA pays daily interest on ‘surplus’ ESA balances at 25 basis points below the target cash rate.5 This below-market rate provides an incentive for banks to lend surplus ESA balances in the IBOC market.

---

4 *Ex ante* exclusion of some transactions improves the efficiency of the algorithm and reduces the frequency with which the algorithm mistakenly identifies IBOC loans.

5 Prior to November 2013, any positive ESA balance was defined as a ‘surplus’. The system of standing facilities operated by the RBA, and the definition of a ‘surplus’, changed in November 2013 to accommodate the settlement of direct entry obligations after the IBOC market has closed. Details of these changes are beyond the scope of this paper; see Fraser and Gatty (2014) for more information.
The RBA offers banks interest-free intraday liquidity via repurchase agreements. This provides an incentive for banks to conduct their IBOC activity towards the end of the trading day, when uncertainty about their end-of-day ESA balance positions is at its lowest.

A bank with aggregate RTGS transactions that constitute less than 0.25 per cent of the total value of RTGS transactions may execute its RTGS transactions using an agent, rather than using its own ESA. IBOC loans with banks that use a settlement agent are explicitly excluded from the RBA’s IBOC Survey. However, since our algorithm identifies IBOC loans via their corresponding RITS transactions, agent activity may cause overestimation of agent banks’ IBOC market activity (this is also a potential problem noted in international studies – see, for example, Furfine (1999) and Armantier and Copeland (2015)) and may confound comparisons between the IBOC Survey and algorithm output. That said, with use of an agent restricted to banks that constitute a small fraction of RTGS transactions, and with IBOC loans typically used to manage liquidity needs that result from RTGS transactions, we do not think agent activity is likely to cause material errors.

3. The Algorithm

Our algorithm is composed of two parts. The first part, which we call the Furfine-type algorithm, is based on the work of Furfine (1999) and other papers that have followed a similar procedure (see Appendix A), but is extended to identify rollovers; such an extension is a novel contribution to the literature. The second part, which we call the credit-facility algorithm, identifies IBOC loans with features that cannot be picked up by Furfine-type algorithms. Our credit-facility algorithm is an innovation for the loan-identification literature and, as is shown in Section 4, is necessary when applying the algorithm to the Australian market.

3.1 The Furfine-type Algorithm

Using transaction-level payments data, existing Furfine-type algorithms typically identify a pair of transactions that could feasibly be considered the ‘first’ (initial payment) and ‘second’ (repayment) legs of an IBOC loan. This is done by matching transactions for each pair of counterparties over two consecutive trading days, where the second transaction goes in the reverse direction and is equal to repayment of the first transaction plus a feasible amount of interest.

Feasibility is determined by proximity of the implied interest rate (i.e. the rate implied by comparing the values of the first and second legs) to some external information about reasonable interest rates in the IBOC market. This could be, for example, information on the range of interest rates observed during the day, the average daily interest rate, or the target policy rate.

As a simple example, suppose there is a $1 000 000 payment going from Bank A to Bank B on Tuesday, and a $1 000 150 payment going from Bank B to Bank A on Wednesday. The annualised implied simple interest rate is 5.475 per cent. If the average IBOC interest rate on Tuesday was 5.47 per cent, an implied interest rate of 5.475 per cent may be considered sufficiently close to the average IBOC rate for these two transactions to be identified as an IBOC loan.

The first part of our algorithm uses this basic structure but is more flexible. In addition to looking for next-day repayments of principal and interest, our algorithm searches for repayment transactions over multiple days (to allow for rollovers), and allows for repayment structures that
previous research had indicated would confound typical Furfine-type algorithms (such as principal being repaid in a separate transaction to interest).\footnote{In this paper, the term ‘repayment transaction’ refers to any transaction that is part of a loan repayment (e.g. an interest payment is classified as a repayment transaction). To our knowledge, Demiralp et al (2004) is the only other paper with an algorithm that allows for principal to be repaid in a separate transaction to interest. Other papers note that typical Furfine-type algorithms will not pick up loans with this structure (e.g. Armantier and Copeland 2015).}

Allowing for rollovers requires increased flexibility along several dimensions:

- cumulative interest may be paid on the same day as the principal repayment (either in the same transaction or separately) or interest may be paid daily;

- interest payments could be calculated using either simple or compound interest (if interest is not paid daily); and

- the set of feasible implied interest rates may change on a daily basis.

Market liaison indicated that risk limits may prevent IBOC loans from being rolled over for an extended period, so we limit our search for repayment transactions to 15 calendar days.\footnote{Increasing the maximum number of days for which a loan can be rolled (rollover limit) to one month had little impact on the results (increasing the number of identified first-leg transactions by just 0.5 per cent).} Market liaison also indicated that IBOC loans are typically conducted in multiples of $1 million. So all transactions that are not a multiple of $1 million are excluded from the sample of potential first-leg transactions (but remain as potential repayment transactions).

As with previous applications of Furfine-type algorithms, our algorithm requires a mechanism to ensure that each transaction is associated with at most one loan, and that each loan is associated with the correct number of transactions. A detailed description of this mechanism, and the rest of the Furfine-type algorithm, is provided in Appendix B.

3.2 Credit-facility Lending

Credit-facility lending occurs when a bank borrows (overnight) from the same counterparty over several consecutive days, but where:

- the value of the overnight loans may change on a daily basis;

- there are daily transactions that correspond to the change in the principal of the loan (there may be more than one transaction per day);

- the cumulative interest is paid in one lump sum at some point in the future (not necessarily in the same transaction as any principal repayment); and

- part (or all) of the principal outstanding when cumulative interest is paid may be rolled over into a new loan.
A hypothetical example of IBOC loans with these features is shown in Table 1. Two notable features in this example are that the additional lending on Tuesday occurs in two separate transactions, and that there is only partial repayment of the outstanding principal on Thursday, with the remaining principal rolled over into another IBOC loan.

<table>
<thead>
<tr>
<th>Day</th>
<th>Payer</th>
<th>Receiver</th>
<th>Payment</th>
<th>Loan size</th>
<th>Interest outstanding at end of day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>A</td>
<td>B</td>
<td>$1m</td>
<td>$1m</td>
<td>$150</td>
</tr>
<tr>
<td>Tuesday</td>
<td>A</td>
<td>B</td>
<td>$3m</td>
<td>$6m</td>
<td>$1 050</td>
</tr>
<tr>
<td>Wednesday</td>
<td>B</td>
<td>A</td>
<td>$3m</td>
<td>$3m</td>
<td>$1 500</td>
</tr>
<tr>
<td>Thursday</td>
<td>B</td>
<td>A</td>
<td>$2m + $1 500</td>
<td>$1m</td>
<td>$150</td>
</tr>
<tr>
<td>Friday</td>
<td>B</td>
<td>A</td>
<td>$1m + $150</td>
<td>$0</td>
<td>$0</td>
</tr>
</tbody>
</table>

With interest paid in a lump sum, and the loan principal changing during the rollover period, there is no single first-leg transaction that represents the principal of the loan. Therefore, an implied interest rate cannot be calculated in the same way as a Furfine-type algorithm, requiring our credit-facility algorithm to be fundamentally different from Furfine-type algorithms. A rudimentary description of the credit-facility algorithm is given in Section 3.3; see Appendix B for a detailed description.8

### 3.3 The Credit-facility Algorithm

The credit-facility algorithm starts by treating all transactions as potential first legs of IBOC loans, and then begins a process of elimination.9 First, all transactions identified by the Furfine-type algorithm as already being part of an IBOC loan are removed from the sample. Then, as in the Furfine-type algorithm, all transactions that are not a multiple of $1 million are excluded from the sample of potential first-leg transactions (but remain as potential repayment transactions).

From this point, the credit-facility algorithm aggregates the potential first-leg transactions between each pair of banks, on each day. These daily flows are then added to (or subtracted from) each bank’s potential bilateral principal outstanding from the previous day. At this point in the algorithm, transactions are only ‘potential’ IBOC loan transactions; they will not be confirmed as IBOC transactions until later in the algorithm.

We assume that, in any pairing, only one bank can have loans outstanding to the other. Therefore, whether the daily flows are treated as increasing or decreasing principal depends on the direction of the net flows and which bank had positive principal outstanding at the end of the previous day.

---

8 The credit-facility algorithm will also capture situations in which multiple non-rolled loans are repaid with a single transaction the following day. Multiple loans with combined repayments are not captured by Furfine-type algorithms.

9 For simplicity when describing the credit-facility algorithm (i.e. in this section), any transaction that changes the size of a credit-facility loan and does not include an interest payment is defined as a ‘first-leg’ transaction (even if the transaction reduces the size of the loan). Second-leg transactions are defined as transactions that include interest payments.
For example, suppose Bank A had a $100 million IBOC loan from Bank B on Day 1. A net flow of $30 million from A to B on Day 2 would be treated as Bank A receiving a $70 million IBOC loan from Bank B on Day 2 (i.e. Bank A is assumed to have repaid some principal, rather than granting Bank B a $30 million loan), whereas a net flow of $30 million from B to A would be treated as Bank A receiving a $130 million IBOC loan from Bank B on Day 2.

For each day that a potential IBOC loan exists between a pair of banks but interest is not paid the following day, the potential interest outstanding between this pair of banks increases. Based on an ex ante determined feasible set of daily interest rates, the algorithm computes a minimum and maximum for potential interest outstanding.

On each day, the algorithm checks all transactions (from borrower to lender) between each pair of banks to determine if any could feasibly include an interest payment (with feasibility determined by the minimum and maximum outstanding). If a transaction is found that equals the full repayment of principal plus interest, then this transaction and all first-leg transactions that contributed to the outstanding principal are verified as IBOC loan transactions.

A transaction may also be found that amounts to either an interest-only payment or an interest plus partial principal repayment. For either of these to be verified as IBOC transactions, the remaining principal must form part of a new IBOC loan. The algorithm ensures that this is the case.

Without any further refining of potential IBOC transactions, any rounded transaction (i.e. any transaction that is a multiple of $1 million) that is not part of an IBOC loan would bias the potential interest outstanding on all future days, potentially preventing future IBOC loans from being identified. To prevent this, the algorithm limits the number of days interest can remain outstanding before the relevant first-leg transactions are established as non-IBOC transactions and excluded from the sample (akin to the rollover limit in the Furfine-type algorithm).

When the limit for interest outstanding has been reached, the algorithm removes the offending first-leg transactions from the sample (i.e. the transactions on the first day that contributed to the interest outstanding). It then recomputes the potential principal and interest outstanding for both banks and every intervening day (i.e. every day between the day of the sample adjustment and the current day). It also re-checks whether any transactions on these intervening days could feasibly include an interest payment (in the same way as discussed above).

When the algorithm finishes, the only rounded transactions remaining in the sample are those that have been verified as first legs of IBOC loans. If they were not verified, the algorithm would have removed them from the sample when the relevant interest outstanding limit had been reached.

---

10 As will be shown in Section 5.1, to fully capture the Australian market the credit-facility limit must be set higher than the 15-day limit used in the Furfine-type algorithm.

11 The sample of ‘verifiable’ transactions is shorter than the full sample. This is because the algorithm will not be able to eliminate non-IBOC transactions that occur closer to the end of the sample than the interest outstanding limit. Similarly, IBOC transactions close to the beginning of the sample may be erroneously eliminated because the interest payment covered first-leg transactions that occurred before the beginning of the sample. As a result, all analyses in this paper are conducted on a truncated sample of verifiable transactions (see Appendix B for details).
Even though all IBOC loan transactions need to be ‘verified’, the algorithm can falsely identify transactions as IBOC loan-related if they randomly satisfy all of the algorithm’s verification criteria (this is known as a Type I error or false positive); this is also a problem for Furfine-type algorithms. The incidence of false positives can be reduced by imposing stricter criteria. For example, the feasible range of interest rates could be narrowed or the interest outstanding limit could be shortened. As will be shown in Section 3.4, the probability of false positives will be very low with our calibration of the algorithm.

The bigger issue for the credit-facility algorithm is erroneous exclusion from the sample (i.e. a Type II error or false negative). This is because, on a given day and for each pair of banks, the algorithm either includes all rounded transactions or excludes them all; it does not independently validate each transaction. As a result, rounded non-IBOC transactions can prevent loans from being identified.

For example, suppose rounded transactions between a pair of banks on a given day include both IBOC loan transactions and other transactions. Until the interest outstanding limit is reached, interest outstanding calculations will be erroneously based on all of these transactions. This means that any true interest payment may fall outside the calculated feasible range of interest outstanding, preventing all transactions associated with these true IBOC loans (which may be rolled over for several days) from being validated.

As the Furfine-type algorithm is not subject to the same false negative problem as the credit-facility algorithm – because each interest payment is matched with a single first-leg transaction – the Furfine-type algorithm is run on transactions entered into RITS via either cash transfers or Austraclear (over 900 000 rounded transactions between 2005 and 2015). Both market liaison and the results from the Furfine-type algorithm suggested that the majority of IBOC transactions were entered via cash transfers. Moreover, the number of rounded transactions entered via Austraclear was far larger than the number entered via cash transfers, increasing the likelihood of false negatives. Therefore, the credit-facility algorithm is only run on transactions entered through cash transfers (less than 40 000 rounded transactions between 2005 and 2015, after excluding those identified by the Furfine-type algorithm as IBOC loans).

While using a subset that contains fewer rounded transactions reduces the feasible number of false negatives from within that subset, all IBOC transactions outside of this subset will be false negatives by construction. However, based on the accuracy of the algorithm’s output, the incidence of false negatives appears to be low (see Section 4).

---

12 Independent validation of each transaction would require the algorithm to solve a large number of subset-sum problems. With a potentially large number of transactions and large precision (i.e. the set of possible sums), independent validation would increase the algorithm’s run time, with little gain given the accuracy of the existing algorithm (see Section 4).

13 This problem is compounded by the trade-off between Type I and Type II errors. For example, narrowing the feasible interest range to reduce the probability of Type I errors increases the likelihood that a true interest payment will fall outside the calculated range of feasible interest outstanding.

14 Including non-rounded transactions (as potential repayment transactions), there were 7.4 million transactions entered into RITS via cash transfers and Austraclear between 2005 and early 2016.

15 As a share of the total number and value of transactions identified by the Furfine-type algorithm (both first and second legs), those entered via Austraclear account for 30 per cent and 17 per cent, respectively.

16 Around one-quarter of these 40 000 rounded transactions were identified as being part of an IBOC loan.
3.4 Feasible Interest Rates in Australia

To reduce the incidence of false negatives, past work using these Furfine-type algorithms has allowed the implied interest rate on a matched pair of transactions to differ from the target policy rate and to still be classified as an IBOC loan. For example, Furfine’s original work allowed for an implied interest rate 50 basis points above the highest rate that was reported on each day, and 50 basis points below the lowest rate (Furfine 1999).

While allowing for a range of interest rates may be necessary in other markets, a well-known feature of the Australian market is that IBOC lending typically occurs with an interest rate equal to the target cash rate. The average daily interest rate on these loans deviated from the target cash rate just 14 times between 2005 and 2010 (each deviation was less than 4 basis points); there have been no deviations since 2010 (Figure 1).

As a result, capturing IBOC loans in Australia requires a much smaller interest rate range than international studies. This reduces the incidence of false positives, thereby increasing the accuracy of the algorithm (false positives have been a problem for previous applications of Furfine-type algorithms; see Appendix A).

Using 2015 as an example, suppose we restrict the dataset to Furfine-type algorithm matches that imply an interest rate within 100 basis points of the target cash rate, and where the repayment of principal and interest is combined within a single transaction (Figure 2).17 Then 84.4 per cent of these observations have an implied interest rate equal to the target cash rate. Expanding the

---

17 The observations in Figure 2 are vertically grouped because the algorithm only allows principal values in multiples of $1 million. The horizontal axis uses a base 10 logarithm scale, so the principal values of the loans at 6 are $1 million, 7 are $10 million, etc.
range to ±1 basis point around the target captures 84.7 per cent, while a ±5 basis point range captures 85.2 per cent. So expanding the range has little impact on the number of potential loans captured by the algorithm, implying that the incidence of combined-repayment false negatives is low even with an interest rate range of 0 basis points around the target cash rate.

Figure 2: Implied Interest Rates of Algorithm Matches

The story is very different when the sample is changed to Furfine-type algorithm matches where the principal is repaid in a separate transaction to interest (Figure 2). There are roughly four times the number of observations relative to the combined-repayment sample, and they are more widely dispersed. This is because there are a large number of small-value payments in our dataset, so there is a high probability of randomly matching two equal-sized payments (i.e. payment and repayment of principal) with a third transaction that would imply an interest rate within 100 basis points of the target cash rate. So, while the large number of small-value payments increases the probability of false positives (relative to the combined-repayment sample), the wide dispersion of the separate transaction observations means the incidence of false negatives could be high with small interest rate ranges (relative to the combined-repayment sample).

The numbers of separate transaction observations captured with implied interest rate ranges of ±1 and ±5 basis points are less than would be expected if none of the separate transaction observations were actually loans but were instead randomly distributed (so we can’t statistically rule out the possibility that they are all false positives). However, we can’t simply exclude all

---

18 That is, if the implied interest rates of the separate transaction observations within ±100 basis points of the target cash rate followed a uniform distribution.
separate transaction observations, because the number of observations at the target cash rate is significantly above what would be expected if they were false positives.\(^{19}\)

To summarise, when expanding the allowable interest rate range beyond 0 basis points around the target cash rate, we find small numbers of extra combined-repayment observations, with some of these potentially being false positives. The numbers of extra separate transaction observations at ranges beyond 0 basis points are much larger, but no more than what would be expected if they were all false positives. So we are confident that we are able to minimise the frequency of false positives (by setting an interest rate range of 0 basis points), while still capturing the majority of the IBOC market (i.e. while retaining a low frequency of false negatives).\(^{20}\)

As noted earlier, while previous international research has discussed the possibility of rollovers, existing algorithms do not attempt to identify them. This is probably because, with sufficiently wide interest rate ranges, it may not be possible to distinguish rolled-over IBOC loans from term lending.\(^{21}\) Since any term lending captured by the 0 basis point calibration of our algorithm would require these loans to have a term premium of zero and a perfect forecast of future overnight rates, and due to the accuracy of our algorithm’s output (see Section 4), we are confident that we are capturing rolled-over IBOC loans rather than term lending.

Given the prevalence of rollovers in the Australian market (see Sections 4 and 5), the ability to identify rollovers (both Furfine-type and credit-facility) is an important innovation to this literature. To the extent that rollovers occur in other countries, the novel features of our algorithm may also improve the identification of overnight interbank loans in these countries. This is particularly the case for countries where low daily interest rate volatility may permit a small interest rate range (such as Canada, see Hendry and Kamhi (2007)).

### 4. Accuracy of the Algorithm

To evaluate the accuracy of the algorithm, the daily output is aggregated and compared to IBOC Survey data.

Between 2005 and 2015, the daily correlations between the survey aggregates and the algorithm output are 90 per cent for lending and 92 per cent for borrowing (Figures 3 and 4).\(^{22}\) As an

---

19 After rounding observations’ implied interest rates to the nearest 0.01 basis point, there are 27 separate transaction observations at the target cash rate. This compares with an expectation of 4, and a Monte Carlo simulation 95 per cent confidence interval upper bound of 8.

20 See Appendix C for further discussion of how expanding the interest rate range impacts the accuracy of the algorithm output.

21 Papers that use Furfine-type algorithms to identify unsecured term loans include Heijmans, Heuver and Walraven (2010), Kuo \textit{et al} (2014) and Arciero \textit{et al} (2016). However, if the interest rate range covers rates that are feasible for both rollovers and term loans, these algorithms would be unable to distinguish term lending from any rollovers for which the interest is paid on the same day as the principal repayment.

22 Even after extracting the trend components of these series (by taking first differences), the daily correlations are little changed (84 per cent for lending and 83 per cent for borrowing). For some of the sample period, the survey did not include all market participants, but aimed only to capture the majority of loans (by value). As a result, in this section, daily aggregates of the algorithm output only include participants who were surveyed on that day. With only a subset of market participants included in the survey, the aggregate value of lending need not equal the aggregate value of borrowing.

While the correlations are based on daily data, the high volatility of the daily data necessitated the use of 30-day moving averages in the figures.
alternative metric of accuracy (that better accounts for differences in the levels), for both borrowing and lending, our algorithm identifies 89 per cent of the value of IBOC loans between 2005 and 2015.

**Figure 3: Aggregate Daily lending**
30-day moving average

![Graph showing daily lending with a 30-day moving average.](image)

*Note:* For days when the institution was included in the survey

**Figure 4: Aggregate Daily Borrowing**
30-day moving average

![Graph showing daily borrowing with a 30-day moving average.](image)

*Note:* For days when the institution was included in the survey
The full algorithm is noticeably more accurate than either the Furfine-type algorithm alone or the algorithm excluding rollovers.\textsuperscript{23} The correlations between the Furfine-type algorithm output and the survey aggregates are 75 per cent for lending and 81 per cent for borrowing. Excluding all rollovers further reduces these correlations, to 24 per cent and 37 per cent, respectively (with the proportions of lending and borrowing identified falling to 51 per cent).

The algorithm is also accurate at the individual bank level. For the 22 banks that were included in the survey from early in the sample, over 60 per cent of their daily lending and borrowing correlations are greater than 80 per cent (Figure 5). That said, there are a few banks with very low daily correlations, due to our algorithm not identifying the majority of their IBOC market activity.\textsuperscript{24} These low-correlation banks account for only a small share of IBOC market activity (based on the IBOC Survey data), which is why their low correlations have only a small impact on the aggregates discussed above.

\textbf{Figure 5: Histogram of Banks’ Daily Correlations} \\
\textit{2005–15}

Notes: For days when the institution was included in the survey; horizontal axis by minimum value of bin, bin size of 0.05

It is notable that the algorithm performs very well for the four major Australian banks, with daily lending and borrowing correlations of 96 per cent (Figures 6 and 7).\textsuperscript{25} The importance of the

\textsuperscript{23} ‘Excluding rollovers’ excludes the credit-facility algorithm and any loans identified by the Furfine-type algorithm that would not be identified if the algorithm only looked for repayments on the following trading day. That is, ‘excluding rollovers’ are the loans that would be identified by the existing algorithms in the literature.

\textsuperscript{24} There might be some aspect of the lending/borrowing by these banks that our algorithm cannot pick up. For example, these banks may combine loan repayments with other transactions.

\textsuperscript{25} The four major Australian banks are Australia and New Zealand Banking Group Limited, Commonwealth Bank of Australia, National Australia Bank Limited and Westpac Banking Corporation.

As noted in Section 2, small over-identification for some banks could be due to these banks transacting on behalf of other client banks.
credit-facility part of the algorithm is clear in the big spikes in lending between 2006 and 2009. Without the credit-facility part of the algorithm, our algorithm would not have captured these short-term changes in the market.

**Figure 6: Aggregate Daily Lending by Major Banks**
30-day moving average

**Figure 7: Aggregate Daily Borrowing by Major Banks**
30-day moving average
Our algorithm performs well relative to existing studies. This is due to both the algorithm design and the features of the Australian market. With IBOC loans almost always occurring at the target cash rate, we are able to set our implied interest rate range to 0 basis points (around the target cash rate), so there should be very few false positives (some studies exhibit high rates of false positives; see Appendix A).\textsuperscript{26} By allowing for rollovers, our aggregate results exhibit high daily correlations with the survey data and identify 89 per cent of the value of all IBOC loans between 2005 and 2015 (the longest time series of any Furfine-type research of which we are aware). This suggests that the incidence of false negatives is comparable to, or lower than, existing studies (see Appendix A).

5. Features of the Market\textsuperscript{27}

With the most detailed IBOC market dataset ever constructed now at our disposal, we explore several features of the market that were previously unobservable. The results in this section both improve our understanding of how the market functions, and help to explain several of the changes that have occurred over the past decade.

With this paper being the first to identify rollovers, we start by determining the incidence of rollovers and whether rollovers and non-rolled loans exhibited different trends over the past decade (Section 5.1). Given that we find very different trends, we seek to determine whether rollovers and non-rolled loans are used for the same purpose and some reasons why they may not be perfect substitutes. We find that, while both loan types appear to be used to satisfy banks’ late-day funding needs, the fact that rollovers are conducted earlier in the day (when banks may be less certain of their late-day funding requirements) is one reason why they may not be perfect substitutes (Sections 5.2 and 5.3).

We decompose the timing of IBOC market activity based on bank type, and determine whether the timing of banks’ IBOC market activity has changed over the past decade (Section 5.2); we pay particular attention to the period following the introduction of same-day settlement of direct entry obligations. We find that banks are currently managing their end-of-day ESA balances during a briefer period (towards the end of the day) than has been the case historically.

We use regression techniques to determine when banks agree to a loan (as opposed to when it is settled in RITS; Section 5.3). Knowing agreement times is important for operational decisions made by the RBA. For example, the optimal timing of late-day open market operations depends on

\textsuperscript{26} For term lending to cause false positives, the rates on these loans would need to perfectly forecast future overnight rates and there would need to be no term premium. Secured loans are also unlikely to cause false positives, as the principal of these loans is typically based on the market value of the collateral, and is therefore unlikely to meet the ‘rounded’ requirement of our algorithm.

\textsuperscript{27} In Section 5, ‘rollovers’ refer to loans for which some of the first-leg transactions occurred on a previous day. This differs from the definition in Section 4, in which the first day of a loan that was subsequently rolled over was also excluded. This is because Section 4 was focused on highlighting the novel features of our algorithm, as opposed to highlighting the features of the market.
the timing of IBOC market activity. And it is important to know the periods during which a delay of high-value payments could affect the IBOC market.  

Finally, we decompose the changes in IBOC market activity into changes in the average size of loans and changes in the number of loans (Section 5.4; such a decomposition was not possible prior to the construction of our loan-level database). And we highlight the surprising fact that banks calculate the interest on rollovers using simple interest (as opposed to compounding), even though daily interest typically remained outstanding for the life of the rollover (Section 5.5).

5.1 Incidence of Rollovers

Rollovers appear to have been more common historically than in recent years, accounting for almost half of daily IBOC lending during 2008, before falling to around 10 per cent recently (Figure 8). Over the entire sample, 72 per cent of individual rollovers (i.e. those identified by the Furfine-type algorithm) and credit-facility rollovers had been rolled for less than five trading days.

![Figure 8: Share of Daily Lending Rolled Over](image)

As noted earlier, market liaison indicated that risk limits may prevent loans from being rolled over for an extended period. Our results suggest that while this may be a good characterisation of current practice, this was not always the case, with some credit-facility-type loans being rolled over for more than two months before any interest was paid.

---

28 For example, a delay of expected payments could cause some banks to delay their IBOC market activity, thereby reducing liquidity during some parts of the day and potentially leading other banks to lend/borrow away from the target cash rate.
Looking at the values of rollovers and non-rolled loans, the halving of market activity since the beginning of 2009 (shown in Figures 3 and 4) mostly involved a fall in the value of rollovers (Figure 9). The average value of IBOC lending during 2015 was 48 per cent smaller than at the beginning of 2009. This fall comprised an 87 per cent fall in the average value of rollovers and a 13 per cent fall in the average value of non-rolled loans.

**Figure 9: Daily Value of IBOC Loans**

Quarterly average

In Section 5.3, we discuss some reasons why rollovers and non-rolled loans may not be perfect substitutes. But the cause of the fall in rollovers is unknown, and a detailed analysis is left for future research.

### 5.2 Timing of IBOC Transactions

RITS is open for settlement from 7.30 until 22.00, but the trading day is split into several ‘sessions’, with different rules governing each session (RBA 2015a). For the purposes of our research, it is sufficient to focus on just three of the sessions (Day, Close and Evening).

The ‘Day’ session finishes at 16.30, at which point new SWIFT customer payments are no longer accepted (customer payments already entered into RITS may be settled in a later session). The ‘Close’ session, operating from 16.30 until 17.15, then allows banks to borrow/lend ESA balances before some banks are able to exit the market.

The ‘Evening’ session opens at 17.20. All ‘evening agreed’ banks must remain available to settle RITS transactions during this session. All SWIFT payments (not just customer payments) involving a ‘non-evening agreed’ bank, and all non-bank Austraclear payments (that are settled via banks’ ESAs), must settle before the end of the Close session. As a result, non-evening agreed banks have the option, but are not required, to operate during the Evening session (via cash transfers or
Austraclear, not SWIFT). This means that any uncertainty surrounding non-evening agreed banks’ end-of-day ESA balances is likely to dissipate earlier in the trading day than it does for evening agreed banks.

During Australian Eastern Standard Time (winter), all SWIFT settlements finish by 18.30; SWIFT settlements can occur until 20.30 during Australian Eastern Daylight Time (summer). As a result, the intraday distribution of RITS transactions (including IBOC loans) differs between summer and winter months.

The algorithm output revealed the following features about the timing of non-rolled loans (these include the first days of loans that are subsequently rolled over; Figure 10):

- There is very little non-rolled lending until late in the day, when banks are more certain of their end-of-day ESA balances.

- Non-evening agreed banks are a party to a higher proportion of Day session loans (50 per cent) relative to the Close and Evening sessions (32 and 16 per cent, respectively). This is expected because certainty about their end-of-day positions occurs earlier in the day.

- The majority of non-rolled lending settles during the Close session.

Figure 10: Timing of Non-rolled Loans
Average value of loans, 15-minute intervals, 2012

Notes: Time of first-leg transactions, including increase in principal for credit-facility loans
(a) Loans for which at least one participant is a non-evening agreed bank

29 The different summer and winter finishing times result from the requirement that simultaneous settlement of both legs of some foreign exchange transactions must be possible during the European morning (RBA 2015a).
In contrast to first-leg transactions, repayment transactions settle throughout the Day session (Figure 11).

**Figure 11: Timing of Loan Repayments**

Average value of transactions; 15-minute intervals, 2012

5.2.1 Changes over time

The share of non-rolled lending that settles during the Close session has increased over time (from 48 per cent in the 2006 winter season to 62 per cent in the 2015 winter season), with a corresponding decrease in both the Day and Evening sessions (Figure 12). This suggests that banks are managing their end-of-day ESA balances during a briefer period than has been the case historically.

Note: Time of all second-leg transactions, including decrease in principal for credit-facility loans

30 A similar trend is exhibited between the summer seasons of 2006 and 2015. Two-sample Kolmogorov-Smirnov tests (that compare two sample probability distributions, e.g. comparing 2006 to 2010) reject, at the 5 per cent significance level, the null hypotheses that any two of these distributions are the same.
From 25 November 2013, the RBA enhanced RITS to provide for same-day settlement of direct entry obligations in several batches (these transactions were previously settled in a single batch at the beginning of the following business day). With the majority of non-rolled IBOC market activity occurring late in the day, batches that settle early in the day were not expected to affect the IBOC market. Similarly, batches that settle after 16.45 do not affect the IBOC market, because the RBA has implemented alternative arrangements for the settlement of these batches (Fraser and Gatty 2014; RBA 2015c).

That leaves the 16.45 batch as potentially affecting the IBOC market. Although the 16.45 batch settles after one-third of non-rolled IBOC loans had historically already settled, banks have information on the size of this batch before 16.15. As a result, banks’ uncertainty about their end-of-day ESA balances, at times when the majority of non-rolled IBOC activity had historically occurred (i.e. the Close and Evening sessions), was not expected to change following the introduction of same-day settlement. So the 16.45 batch was not expected to further delay market activity.

The data is consistent with this expectation. While there was an increase in the proportion of Close session settlements between 2012 and the period immediately following the introduction of same-day settlement (from 38 to 42 per cent; Figure 13), a two-sample Kolmogorov-Smirnov test is unable to reject (at the 10 per cent significance level) the null hypothesis that the 2012 and 2013 distributions are the same. Moreover, this increase is consistent with the trend increase in Close session settlements discussed above. And the corresponding decrease in the share of settlements mainly occurred in the Evening session, which is inconsistent with the 16.45 batch causing a delay in market activity.
5.3 Timing of Rollovers and Non-rolled Loan Agreements

Knowing the time of day at which rollovers are typically agreed may help to explain why the value of rollovers has declined so dramatically since 2009 while non-rolled loans have remained broadly stable (Figure 9). However, since rollovers do not have a corresponding RITS transaction on each day they are rolled, it is not possible to determine the time of day at which each rollover is agreed. Nevertheless, since the IBOC Survey asked respondents to split their gross lending/borrowing figures into the trading sessions in which the loans were agreed, we can estimate the sessions in which rollovers are typically agreed by comparing the algorithm-identified value of daily rollovers to the survey data over time (using regression techniques).\(^{31}\)

Knowing agreement times is also important for operational decisions made by the RBA (as was discussed at the beginning of Section 5). And it is possible that non-rolled loans may be agreed in one session and settled in another (the analysis in Section 5.2 is based on settlement time rather than agreement time). Our regression analysis is also able to estimate the typical share of non-rolled loans agreed in one session and settled in another.

If there were no rollovers and the algorithm were 100 per cent accurate, we would be able to determine the exact value, every day, of IBOC loans agreed in one session and settled in another.

\(^{31}\) In essence, the survey contains information about agreement times but no information about the split between rollovers and non-rolled loans. Conversely, the algorithm output provides this split, but provides no information about agreement times. Regression techniques allow us to determine the typical agreement times of rollovers by comparing these two information sources over time.
(by comparing the survey data to the algorithm output for each session). The regression analysis is required because random changes in the agreement time of rollovers, and loan-identification errors from the algorithm (i.e. false positives and negatives), confound our ability to identify daily differences in agreement and settlement times.

Moreover, the potential size of these confounding factors is likely to vary with the value of IBOC market activity (e.g. the value of false negatives is limited by the true value of lending), causing conditional heteroskedasticity. And random changes in the agreement time of rollovers would be negatively correlated across sessions (i.e. a higher than expected share of rollovers in one session necessitates a lower than expected share in another session).

For these reasons, we implement our regression analysis using a three-equation (one for each session) seemingly unrelated regression (SUR) model with conditional heteroskedasticity. The model is:

\[
\text{diff}_{i,t} = \alpha_i + \beta_i \text{roll}_t + \gamma_i \text{nr}_t + u_{i,t} \\
\]

\[
u_{i,t} = \rho_i u_{i,t-1} + \varepsilon_{i,t}
\]

\[
\begin{bmatrix}
\varepsilon_{1,t} \\
\varepsilon_{2,t} \\
\varepsilon_{3,t}
\end{bmatrix} \sim \text{MVN}
\begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
, \text{diag}
\begin{bmatrix}
\omega_{1,t} \\
\omega_{2,t} \\
\omega_{3,t}
\end{bmatrix}^{\frac{1}{2}}
\begin{bmatrix}
1 & c_{1,2} & c_{1,3} \\
c_{1,2} & 1 & c_{2,3} \\
c_{1,3} & c_{2,3} & 1
\end{bmatrix}
\text{diag}
\begin{bmatrix}
\omega_{1,t} \\
\omega_{2,t} \\
\omega_{3,t}
\end{bmatrix}^{\frac{1}{2}}
\]

\[
\omega_{i,t} \equiv \sigma_i + \tau_i \text{roll}_t^2 + \phi_i \text{nr}_t^2
\]

where:

- \( i \) = Day (1), Close (2), or Evening (3) sessions
- \( t \) = trading day
- \( \text{diff}_{i,t} \) = difference between the value of loans agreed in session \( i \) of day \( t \) (from the IBOC Survey) and the algorithm-identified value of non-rolled loans\(^{33} \) settled in session \( i \) of day \( t \)
- \( \text{roll}_t \) = value of rollovers (identified by the algorithm) in day \( t \)
- \( \text{nr}_t \) = value of non-rolled loans (identified by the algorithm) in day \( t \)

\(^{32} \) The null hypothesis of non-stationarity was statistically rejected for all variables at the 1 per cent level of significance (using Philips-Perron unit root tests).

\(^{33} \) For this model, 'non-rolled loans' include increases in the principal of credit-facility loans. This is because our dataset includes the settlement times of these transactions. These increases in principal account for less than 3 per cent of all first-leg transactions.
\( u_{i,t} = \) residual component of \( \text{diff}_{i,t} \); modelled as a first-order autoregression

\( \varepsilon_{i,t} = \) unexplained component of \( u_{i,t} \) (assumed to be a random draw from a multivariate normal distribution)

\( \omega_{i,t} = \) conditionally-heteroskedastic variance of \( \varepsilon_{i,t} \)

\( c_{ij} = \) contemporaneous correlation between \( \varepsilon_{i,t} \) and \( \varepsilon_{j,t} \)

\( \{ \alpha_i, \beta_i, \gamma_i, \rho_i, c_{i,j,t}, \sigma_i > 0, \tau_i \geq 0, \varphi_i \geq 0 \} \) are the parameters to be estimated for each session \( i \).

The remainder of this section provides interpretations for the parameters of interest, explains some potential biases that may hamper estimation, details the estimation results, and discusses the implications of these results. A formal derivation of the model’s functional form and the asymptotic properties of the parameter estimators are given in Appendix D.

5.3.1 The parameters of interest and potential biases

Starting from Equation (1), suppose, for the moment, that the following conditions hold:

- no loan-identification errors;
- the shares of rollovers agreed in each session are constant over time; and
- the shares of non-rolled loans agreed in one session and settled in another are constant over time.

Then \( \alpha_i + u_{i,t} = 0 \) for all \( i \) and \( t \). This is because, in this scenario, \( \text{diff}_{i,t} \) has just three components: rollovers agreed in session \( i \), plus non-rolled loans agreed in session \( i \) but settled in a later session, minus the value of non-rolled loans settled in session \( i \) that were agreed in a previous session. And with these three components being a constant share of the daily aggregates (in this scenario), \( \text{diff}_{i,t} = \beta_{i,\text{roll}} + \gamma_{i,\text{nr}} \) for all \( i \) and \( t \).

Moving away from this stylised scenario, \( \text{diff}_{i,t} = \beta_{i,\text{roll}} + \gamma_{i,\text{nr}} \) does not hold due to loan-identification errors, changes in the per session shares of daily rollovers, and changes in the per session shares of daily non-rolled loans that are agreed and settled in different sessions. All of these components are captured in \( \alpha_i + u_{i,t} \); with \( \rho_i u_{i,t-1} \) capturing the persistence in these components, \( \alpha_i \) capturing the mean, and \( \varepsilon_{i,t} \) being the unexplained portion of these components.\(^\text{34}\)

Therefore, given what this section seeks to determine, the parameters of interest and their interpretations are:

- \( \beta_i \) – the typical share of daily rollovers agreed in session \( i \); and

\(^\text{34}\) These autoregressive coefficients (\( \rho_1, \rho_2, \rho_3 \)) are estimated to be jointly statistically significant at the 1 per cent level. Including autoregressive terms up to the third order did not change our qualitative conclusions.
• $\gamma_i$ – the *typical* share of daily non-rolled loans agreed in session $i$ and settled in a later session, minus the *typical* share settled in session $i$ that was agreed in an earlier session.

Because the shares of daily rollovers agreed in each session must sum to 100 per cent, random changes in these shares induce negative correlations between the session-specific shocks ($\omega_i$). Random changes in 'the share of daily non-rolled loans agreed in session $i$ and settled later minus the share settled in session $i$ that was agreed earlier' (henceforth, 'net share') also induce negative correlations. For example, a reduction in the share agreed in Session 1 and settled in Session 2 would reduce the Session 1 net share but increase the Session 2 net share. This is why a SUR framework is used (i.e. why non-zero $c_{ij}$ parameters are allowed).

As long as these random changes in shares are independent of the daily values of rollovers and non-rolled loans, these random changes will not cause our parameter estimators to be inconsistent (see Appendix D). However, the impact of these random changes on the variances of the session-specific shocks ($\omega_i$) will depend on the daily values of rollovers and non-rolled loans, which is why we incorporate conditional heteroskedasticity into our model (see Appendix D).

Unfortunately, our parameter estimators will be inconsistent if the loan-identification errors are correlated with the daily values of rollovers or non-rolled loans (see Appendix D). Such correlation is a reasonable assumption given that the value of false negatives on any day is bounded by the true value of lending. However, given the accuracy of our algorithm, we do not expect any inconsistencies to be large.

To potentially help attenuate any estimator inconsistency, we impose theory-based restrictions on the $\beta_i$ parameter estimators. First, since rollovers must be agreed at some point during the day, the sum of the shares agreed in each session must equal 1 (i.e. $\sum \beta_i = 1$). Second, rollovers cannot reduce the difference between the IBOC Survey and algorithm output (i.e. $\beta_i \geq 0 \\forall \ i$).

### 5.3.2 Estimation results

Table 2 shows the $\beta_i$ parameter estimates produced by maximum likelihood estimation of the model (with the aforementioned restrictions) for four datasets: the lending/borrowing of the major banks, and the lending/borrowing of the 18 other banks that were included in the IBOC Survey from early in the sample. The results suggest that rollovers are typically agreed in the Day session. This is not surprising given that the majority of repayments occur during the Day session (Figure 11), and rollovers would need to be agreed before repayment was due.

---

35 However, the expected direction of the inconsistency is not clear. While false negatives are expected to cause loan-identification errors to be positively correlated with the *true* value of lending, they can still be negatively correlated with the *identified* value of lending. Conversely, since false positives arise from non-loan payments randomly satisfying the algorithm criteria, and with the value of these non-loan payments far exceeding the value of IBOC loans, we do not expect false positives to be correlated with either the true or identified value of lending.

36 While these restrictions prevent any aggregate inconsistency, the session-specific parameter estimators may still be inconsistent, with the restrictions potentially redistributing the inconsistencies among these estimators.

37 The results reported here are qualitatively similar to the estimates derived from feasible generalised least squares estimation.
While almost all of the rollovers to which the major banks are a party are typically agreed in the Day session, more than 10 per cent of the other banks’ rollovers are typically agreed in the Close session. The hypothesis that all rollovers are agreed in the Day session is statistically rejected at the 5 per cent level for all four regressions in Table 2.

Table 2: Estimated Share of Rollovers Agreed in Each Session

<table>
<thead>
<tr>
<th></th>
<th>Day</th>
<th>Close</th>
<th>Evening</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major banks’ lending</td>
<td>98 (102)</td>
<td>0 (–4)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Major banks’ borrowing</td>
<td>96 (91)</td>
<td>3 (2)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Other banks’ lending</td>
<td>83 (81)</td>
<td>16 (16)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other banks’ borrowing</td>
<td>86 (78)</td>
<td>11 (10)</td>
<td>4 (3)</td>
</tr>
</tbody>
</table>

For the major banks, the theoretical restrictions are statistically rejected by the data (at the 1 per cent level); the unrestricted estimates are given in parentheses in Table 2. Given that the restrictions must hold with the true parameter values, the fact that they are statistically rejected suggests our concerns about estimator inconsistency are well-founded. That said, the differences between the restricted and unrestricted estimates would not change our qualitative conclusions, so the inconsistency is not qualitatively important (as expected). For the other banks, likelihood ratio tests of the theoretical restrictions produce $p$-values of 0.90 for lending and 0.09 for borrowing.

With the $\gamma_i$ parameters representing the typical ‘net shares’, the $\gamma_i$ parameters would sum to zero (in the limit) in the absence of estimator inconsistencies. As shown in Table 3, the sum is less than zero for three of the four regressions, suggesting that, for at least some sessions, loan-identification errors are negatively correlated with the value of identified non-rolled loans.

Table 3: Agreement Time Versus Settlement Time

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_i$ parameters</th>
<th>Correlations $(c_{ij})$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Per cent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Day</td>
<td>Close</td>
</tr>
<tr>
<td>Major banks’ lending</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>Major banks’ borrowing</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>Other banks’ lending</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Other banks’ borrowing</td>
<td>20</td>
<td>–7</td>
</tr>
</tbody>
</table>

Assuming the correlations between loan-identification errors and identified non-rolled loans have the same sign in every session, the estimated $\gamma_i$ parameters can still be used to provide a range for the estimated proportion of non-rolled loans typically agreed in the Close session and settled in the Evening session.\(^{38}\) For the major banks, this range is 20–25 per cent for their lending and

---

\(^{38}\) If the correlations between these errors and non-rolled loans have the same sign in every session then, in the limit, the $\gamma_i$ estimators are either all lower or all higher than they would be without the errors (see Appendix D).
21–24 per cent for their borrowing. For the other banks, the range is 11–17 per cent for their lending and 12–13 per cent for their borrowing. 39

Since 45 per cent of the major banks’ non-rolled lending, and 37 per cent of their non-rolled borrowing, settles in the Evening session (on average over the sample), these results suggest that the majority of this lending/borrowing was actually agreed in the Close session. This means that 75–87 per cent of the major banks’ non-rolled lending/borrowing is estimated to have been agreed before the end of the Close session. This proportion is 91–99 per cent for the other banks.

As expected, the session specific shocks ($\epsilon_i$) are negatively correlated between consecutive sessions (Table 3), while the correlations between non-consecutive sessions are close to zero (with absolute values less than 0.03). 40 The conditional heteroskedasticity (i.e. the $\tau_i$ and $\phi_i$ parameters in Equation (4)) is estimated to be statistically significant (at the 1 per cent level) in all four regressions.

5.3.3 Implications of these results

Combining the results presented above with those from Section 5.2 suggests that rollovers are typically agreed earlier in the day than non-rolled loans (when banks may be less certain of their late-day funding needs). However, rollovers still appear to be used by banks to manage their end-of-day ESA balances. If a bank lends via a rollover, the probability of that bank also lending via a non-rolled loan on that day is 75 per cent, while the probability of borrowing via a non-rolled loan is just 42 per cent. 41 The conditional probabilities when borrowing via rollover are similar, with the probability of non-rolled borrowing at 76 per cent, and non-rolled lending at 40 per cent. 42

With banks appearing to use both rollovers and non-rolled loans to manage their end-of-day ESA balances, the fact that the majority of the fall in rollovers (between 2009 and 2015) occurred while non-rolled loans remained broadly steady suggests that the cause of the fall in rollovers is unlikely to be a fall in generic late-day funding needs. For example, Hing, Kelly and Olivan (forthcoming) suggest that the fall in rollovers may be due to a fall in precautionary demand for ESA balances, with this precautionary demand satisfied via rollovers.

39 This is a range for the point estimate, not a statistical confidence interval. Using the 95 per cent confidence intervals for each $\gamma_i$ parameter extends these ranges by a maximum of 6 percentage points either side.
40 The hypothesis that the correlations for each regression are all zero is statistically rejected at the 1 per cent level for all four regressions.
41 These are weighted-average probabilities based on the 22 banks included in the IBOC Survey from early in the sample, and weighted by each bank’s frequency of rollovers between 2005 and 2015.
42 On any given day, the unconditional probability of a randomly drawn bank being a lender is the same as the unconditional probability of it being a borrower (since for every lender there must be a borrower); these probabilities would be greater than 50 per cent if some banks intermediate the funding of other banks. If rollovers were conducted independently of a bank’s late-day funding needs, borrowing via a rollover would increase the probability of this bank lending via non-rolled loans later in the day (because the bank would, in expectation, need to offset the impact of the rollover on their end-of-day ESA balance). However, we find that the probability of non-rolled borrowing following rolled-over borrowing is significantly higher than the probability of non-rolled lending (at the 1 per cent significance level); the difference in the probabilities following rolled-over lending is also statistically significant. This suggests that, while rollovers are used to satisfy expected late-day funding needs, banks are typically either unwilling or unable to fully satisfy their expected funding needs via rollovers (with symmetric late-day uncertainty, fully satisfying expected late-day funding needs via rollovers would leave a bank’s conditional non-rolled borrowing and lending probabilities identical).
Moreover, there may be other reasons (beyond time of day) why rollovers and non-rolled loans may not be perfect substitutes (such as the increasing credit risk with each day it is rolled over).\textsuperscript{43} So it may be a feature of rollovers that has led to the fall. The first port of call will be to determine whether the fall in rollovers corresponds with increased activity in other markets (such as the term or secured lending markets).

\section*{5.4 Number and Average Value of Loans}

Over the entire sample, quarterly changes in the average number of loans per day and changes in the average value of these loans have been roughly equal contributors to the changes in the value of IBOC loans (Figure 14).\textsuperscript{44}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{IBOC Loans}
\caption{IBOC Loans}
\end{figure}

The fall in the average number of loans per day is mainly composed of a fall in the average number of rollovers, with the average daily number of non-rolled loans at the end of the sample (33) being little changed from the beginning (36). Until 2009, the average sizes of rollovers and non-rolled loans were essentially the same (the average absolute difference during this period was just 8 per cent of the level). As the number of rollovers fell, the remaining rollovers were typically smaller than the non-rolled loans ($78 million versus $123 million, respectively).

\textsuperscript{43} With each day it is rolled over, the lending bank cannot be certain that the borrowing bank would have been able to repay the loan if it were not rolled.

\textsuperscript{44} A variance decomposition of the log-differences of IBOC loans attributes 50.2 per cent to log-differences of the average value of loans and 49.5 per cent to log-differences of the average number of loans (with a covariance share of 0.3 per cent).
5.5 Simple Interest for Rollovers

Of the 96,052 first-leg transactions the Furfine-type algorithm identifies as being part of an IBOC loan, only 9 were repaid with compound interest (with these potentially being false positives). Instead, the interest owed on rollovers is almost always calculated using simple interest. For example, a loan rolled over from Monday to Thursday is repaid as principal plus 3 times daily simple interest. This means that when calculating repayments on rollovers, lenders are not accounting for any interest that was owed to them throughout the rollover period; in other words, borrowing banks that roll over are essentially receiving small interest-free loans.\footnote{For example, with $4.7 billion of daily rollovers (the average in the first quarter of 2008), rolled for 8 trading days (the weighted average rollover length during this quarter), and with a target cash rate of 7 per cent (the average during this quarter), the lending banks would lose around $320,000 per year by allowing interest to be calculated without compounding.} With several banks borrowing more than double the amount they lent (between 2005 and 2015), this lack of compounding has benefited some banks more than others.

6. Conclusions and Future Research

The aim of this paper was to construct a loan-level database of IBOC loans to improve the information available to the RBA about how this pivotal market has historically functioned. To this end, we designed an algorithm to identify IBOC loans using a census of payments settled through Australia’s high-value payments system.

While algorithms for this purpose already exist in the literature, we found that these existing algorithms failed to identify the majority of IBOC loans in Australia. This is because these algorithms do not attempt to identify rollovers.

Many rollovers were identified by extending existing algorithms to recognise the features of rollovers (such as principal repayments that do not occur the following day, and multiple days’ worth of interest either paid in one transaction or over several days). The success of these extensions was aided by the low interest rate volatility in the Australian IBOC market, which allowed us to calibrate our algorithm with a smaller interest rate range than is typical in the literature (thereby minimising the frequency of false positives).

With existing algorithms only matching pairs of transactions (i.e. the original loan and the repayment), identification of rollovers that exhibit features more akin to a credit facility required the development of an algorithm that is fundamentally different to the Furfine-type algorithms that exist in the literature.

The combination of the extended Furfine-type algorithm and credit-facility algorithm was very successful in identifying Australian IBOC loans. Between 2005 and 2015, the daily correlations between the aggregated survey data and the algorithm output are greater than 90 per cent (increasing to 96 per cent for the major banks). Such accuracy is uncommon in the existing literature, which is potentially due to both the inability of existing algorithms to identify rollovers and the larger interest rate ranges required for algorithms used in other jurisdictions.
Using the loan-level database, we find that the halving of market activity between 2009 and 2015 mainly involved an 87 per cent fall in rollovers (rollovers accounted for almost half of the market before the fall). We also find that while both rollovers and non-rolled loans appear to be used to satisfy banks’ late-day funding needs, they are not perfect substitutes, with rollovers conducted earlier in the day (when banks may be less certain of their late-day funding requirements).

Given the detail and accuracy of the algorithm output, previously infeasible research projects are now possible, such as forthcoming analysis of how the market changed during the global financial crisis. Moreover, the algorithm could be modified to capture secured or long-term interbank lending, providing the same level of detail about these markets as has been shown here for the IBOC market, and could also be adapted for use in other countries.
Appendix A: Literature Review

The first part of our algorithm is based on the work of Furfine (1999) and other papers that have followed a similar procedure. A number of papers have assessed the accuracy of Furfine-type algorithms, with varying results.

Access to transaction-level data where interbank loans are flagged appears to be rare. Armantier and Copeland (2015) use data from two US banks that unilaterally insist on marking these transactions as loans, and find that the algorithm performs poorly: on average, 81 per cent of transactions identified as loans were not actually loans (false positives or Type I errors), while the algorithm failed to pick up 23 per cent of loan-related transactions (false negatives or Type II errors).

Guggenheim, Kraenzlin and Schumacher (2011) and Arciero et al (2016) use transaction-level data, from Switzerland and the euro area, respectively, to assess the accuracy of their algorithm. Although these studies are based on different markets, and are therefore not directly comparable, both report lower Type II error rates than Armantier and Copeland – 10 per cent and 1–9 per cent, respectively. However, while neither European study assesses Type I error rates at the transaction level, the euro area algorithm identifies well over 100 per cent of the daily overnight trading reported by EONIA panel banks (inter-quartile range of 120–160 per cent), suggesting that Type I errors may be a problem.

More commonly, papers use aggregated filings by banks at the end of the day (or end of the quarter) to assess the accuracy of their algorithms. These data are typically aggregated gross or net lending reported to the central bank for regulatory purposes or for data construction (akin to the RBA’s IBOC Survey). For example, Akram and Christophersen (2013) find that their algorithm accurately identifies aggregate daily lending for the majority of the banks in their Norwegian sample (similar to our results), but that large discrepancies for a few banks cause an average absolute daily deviation (aggregating across all banks) of 20 per cent (ours is 13 per cent).

Interestingly, Kovner and Skeie (2013) compare this method of accuracy determination to that of Armantier and Copeland (2015), and find that they do not square – using quarterly aggregated regulatory filings suggests a higher degree of accuracy than transaction-level comparisons. There are many reasons why this may occur. For example, Armantier and Copeland only look at the accuracy of loans involving two banks, whereas Kovner and Skeie look at the entire federal funds system. Moreover, some banks may transact on behalf of other client banks, so some of the false positives found by Armantier and Copeland may actually be loans but are assigned to the wrong bank (the banking system aggregates would be unaffected).

A different approach was taken by Millard and Polenghi (2004), who assess the accuracy of a Furfine-type algorithm by comparing the daily average of implied interest rates across all identified loans with the daily SONIA rate. Based on this metric, their algorithm performs very well (a daily correlation of 97 per cent). However, while this suggests that false positives are unlikely to be a problem, this method cannot elucidate the volume of false negatives (e.g. these excluded loans may have the same average interest rate as the captured loans).
In Australia, Sokolov et al (2012) use a week (in February 2007) of RITS data and a Furfine-type algorithm to identify interbank loans. With only a week of data, their algorithm only allows for overnight and very short-term loans. Given the high share of rollovers during this period, not accounting for rollovers leads to a high rate of false negatives (65 per cent of the IBOC loans identified by our algorithm).

By allowing non-rounded transactions to be loans, Sokolov et al may also be capturing secured overnight loans. This may be why, even with a high false negative rate, their identified overnight loans represent 126 per cent of the IBOC market.

46 While they do not discuss the possibility of rollovers, short-term loans would be indistinguishable from rollovers in their algorithm.
Appendix B: Detailed Description of the Algorithm

This appendix details the Furfine-type and credit-facility algorithms.

Before our algorithm begins, any transactions involving institutions that are known to not participate in the IBOC market are removed from the dataset, along with any transactions where the paying and receiving parties are the same.

Several parameters must be calibrated before running the algorithm (these are underlined in the following description).

B.1 The Furfine-type Algorithm

This part of the algorithm identifies transactions that could feasibly be considered the ‘first’ (initial payment) and ‘second’ (repayment) legs of an IBOC loan. It is implemented in Stata, using data from both RITS cash transfers and the Austraclear feeder system. There were 7,386,289 transactions between 4 January 2005 and 15 January 2016.

Step 1 Consider only rounded transactions as possible first legs of a loan (the baseline algorithm uses a minimum of $1 million, increasing in increments of $1 million). 919,687 transactions identified.

Step 2 Match up potential first legs with all possible second legs: any transaction between the same counterparties (but going in the reverse direction) occurring at any point within a set repayment period (the baseline algorithm searches over the following 15 days). 183,183,418 possible matches generated.

Step 3 Calculate a plausible range of interest payments as defined by the calibrated range of interest rates (the baseline algorithm has a range of 0 basis points around the target cash rate) and accounting for any changes in the target cash rate:\textsuperscript{47}

\begin{itemize}
  \item single-day simple interest range = principal \times [\text{cash rate} \pm \text{range}]
  \item multiple-day simple interest range = single-day simple interest range \times \text{number of days since first leg}
  \item compound interest range = principal \times [(1 + [\text{cash rate} \pm \text{range}]) ^ \text{number of days} - 1].
\end{itemize}

Step 4 Identify matches associated with full repayment on one day:\textsuperscript{48}

\begin{itemize}
  \item a single match with a second leg equal to principal + cumulative interest (simple or compound); or
\end{itemize}

\textsuperscript{47} Interest rates expressed as an annual rate will need to be divided by 365.

\textsuperscript{48} Each loan may incorporate several matches. This would occur if principal was repaid separately to the interest payment, for example.
• two matches (with the same first leg) – one with a second leg equal to principal, the other with a second leg equal to the cumulative interest payment.

Step 5 Identify matches (with the same first leg) that could be part of a rollover. These include matches with second legs equal to:

• repayment of principal along with an interest payment that does not cover multiple days (this interest payment can be combined with the principal or in a separate match); and

• daily interest payments (where these occur on days between the first leg and the date the principal is repaid).

Step 6 Drop all matches not identified in Steps 4 or 5. **151,801 possible matches remain.**

Step 7 Drop any potential loans that have a repayment structure identified in Step 5 but do not have associated matches that sum to at least the necessary cumulative interest payments as calculated in Step 3. **102,802 possible loan sets remain.**

Step 8 If multiple matches exist for a first leg (i.e. a first leg is matched with several independent second legs – ‘independent’ means matches that are not all part of the same loan set as identified in Steps 4 or 5):

a. Keep the matches associated with loan sets that represent the shortest rollover length. **102,696 possible loan sets remain.**

b. If multiple matches remain (i.e. loan sets with the same rollover length), keep the matches for the loan set with the interest payment that is closest to the centre of the calculated range. **102,696 possible loan sets remain.**

c. If multiple matches remain, the loan sets must be identical (with respect to the value, term and interest rate, but not necessarily the repayment structure). So only the loan set associated with the first match processed by the algorithm is kept (this choice is arbitrary). **101,420 possible loan sets remain.**

Step 9 At this point, each remaining first leg will be associated with a single loan set. But a second-leg transaction may still be matched with multiple first legs (i.e. as a second leg in multiple loan sets) – if so, only the match associated with the final first leg is kept (i.e. the second leg is associated with the most recent loan set). **101,274 possible loan sets remain.**

Step 10 If a transaction appears as both a second leg and a first leg (in different loan sets), keep only the match where it is identified as a second leg (this choice is arbitrary). **100,269 possible loan sets remain.**

---

49 For the purposes of describing the algorithm, a ‘loan set’ includes all the loans associated with the same transactions. That is, a loan that is subsequently rolled over for four days will be five overnight loans, but one loan set.

50 This is only relevant when running the algorithm with a non-zero interest rate range.
Step 11 For all of the matches dropped in Step 9, the algorithm checks whether the first legs could be matched with a different (and as yet unmatched) second leg (such a match would have been dropped at Step 8). It does this by re-running the algorithm excluding all the matches that remain after Step 10. **100 315 loan sets identified.**

Since rollovers are actually consecutive overnight loans (without the corresponding RITS transaction), when calculating loan values, the algorithm counts rollovers as a new overnight loan on each day prior to the repayment of principal (except on weekends and public holidays).

### B.2 The Credit-facility Algorithm

This part of our algorithm is implemented in Matlab, using data from RITS cash transfers and excluding transactions that are part of any matches identified from the Furfine-type algorithm.

**Step 1** Construct a three-dimensional array of gross daily ‘payments’. ‘Payments’ include all transactions that are greater than the minimum transaction size and that are a multiple of the calibrated increment. Cell \((i,j,t)\) of this array will equal the sum of all payments going from Bank \(i\), to Bank \(j\), on day \(t\).

**Step 2** The key variable in the credit-facility algorithm is the ‘potential outstanding’ loans on each day and between each pair of banks. That is, the sum of all lending by Bank \(i\) to Bank \(j\) that is still outstanding on day \(t\). So the ‘potential outstanding’ array has identical dimensions to the array created in Step 1.

**Step 3** For \(t = 1\), and for all \(i\) and \(j\), if the payments from Bank \(i\) to Bank \(j\) exceed those from Bank \(j\) to Bank \(i\), the payments from Bank \(i\) to Bank \(j\) minus those from Bank \(j\) to Bank \(i\) are entered into the potential outstanding array as the potential outstanding loans from Bank \(i\) to Bank \(j\) at \(t = 1\). Otherwise, the entry in this cell is zero.

**Step 4** For each day \(t > 1\), and for all \(i\) and \(j\):

a. Compute the *daily* maximum and minimum interest on potential outstanding loans from Bank \(i\) to Bank \(j\) by multiplying the relevant potential outstandings at the end of the previous day by the target cash rate on the previous day, plus/minus the range of interest rates.\(^{51}\)

b. The maximum and minimum amounts of day \(t\) interest *outstanding* are equal to the above constructed daily interest amounts plus the maximum and minimum (respectively) values of interest still outstanding from the previous day (which could be zero).

c. Search for any transactions on day \(t\) that go from Bank \(j\) to Bank \(i\) and that are equal to either:
   - an amount in-between the day \(t\) maximum and minimum interest outstanding;

\(^{51}\) If the potential outstanding loans from Bank \(i\) to Bank \(j\) on day \(t - 1\) are zero, then both the maximum and minimum day \(t\) interest owed to Bank \(i\) from Bank \(j\) is zero.
• an amount in-between the maximum and minimum interest outstanding plus the principal outstanding on loans from Bank $i$ to Bank $j$ (from the potential outstanding array) at the end of the previous day; or

• an amount in-between the maximum and minimum interest outstanding, plus part of the principal outstanding (which must be a multiple of the calibrated increment) on loans from Bank $i$ to Bank $j$ at the end of the previous day.

d. If such a transaction is found:52

i. In all cases, the interest outstanding (both maximum and minimum) between Banks $i$ and $j$, on day $t$, is set to zero.

ii. When the transaction equals principal plus interest, the remaining principal outstanding on loans from Bank $i$ to Bank $j$ is zero. So the day $t$ potential loans outstanding from Bank $i$ to Bank $j$ is just equal to the relevant day $t$ payments (so the potential outstanding array is updated in the same manner as Step 3, just with a different $t$).

iii. When the transaction equals the interest payment only, or with partial principal repayment, the potential outstanding array is updated as follows.

• Suppose Bank $i$’s potential outstanding loans to Bank $j$ from the previous day, plus the day $t$ payments (from Step 1) that go from Bank $i$ to Bank $j$, minus any partial principal repayment, are greater than the equivalent sum going from Bank $j$ to Bank $i$. Then Bank $i$’s potential outstanding loans to Bank $j$ on day $t$ are equal to:

$$PotOut(i,j,t-1) - Prin + Pay(i,j,t) - PotOut(j,i,t-1) - Pay(j,i,t)$$

where ‘$PotOut$’ is the potential outstanding array, ‘$Pay$’ is the payments array, ‘$Prin$’ is the principal component of the repayment transaction (if applicable).

• Otherwise, Bank $i$’s potential outstanding loans to Bank $j$ on day $t$ are equal to zero.53

e. If no interest payment transactions are found at Step 4c, and the last day at which the interest owed to Bank $i$ from Bank $j$ was reset to zero (Step 4di) is more recent than $t$ minus the calibrated repayment period (90 days for the baseline calibration), then the

52 If more than one transaction is found at Step 4c, the algorithm chooses based on the ordering of the bullet points in Step 4c (this choice is arbitrary).

53 Potential outstandings between banks can only go in one direction: if Bank $j$ has loans outstanding from Bank $i$ at the end of day $t-1$, but then the payments from Bank $j$ to Bank $i$ on day $t$ exceed those going in the other direction, these net payments are assumed to be a repayment of principal rather than a loan from Bank $j$ to Bank $i$. 
relevant cell in the potential outstanding array is updated in the same way as Step 4diii.\textsuperscript{54}

f. However, if no interest payment transactions are found at Step 4c, and the last day at which the 'interest owed to Bank \textit{i} from Bank \textit{j}' was set to zero is \textit{equal to} \textit{t} minus the calibrated repayment period (henceforth \textit{t} – \textit{c}), then the algorithm sets the potential outstanding loans owed to Bank \textit{i} from Bank \textit{j} on day \textit{t} – \textit{c} equal to zero (in the potential outstanding array), and re-runs Steps 4a–4e for Banks \textit{i} and \textit{j} on all days between \textit{t} – \textit{c} and \textit{t} (inclusive).\textsuperscript{55}

Step 5 If a repayment transaction is either interest-only or a partial principal repayment, the remaining principal must form part of a new loan (that is eventually repaid). This step removes any potential outstanding loans where this is not the case.

Step 6 At this point, the potential outstanding array will only include payments that have identified repayments at some point within the set repayment period, and where the principal is either repaid in full or forms part of a new loan. So this array will be a summary of outstanding credit-facility-type loans between each bank and on each day during the sample period.

Our algorithm output required some adjustments before analysis could be undertaken:

- With a repayment period of 15 days for the Furfine-type algorithm, the first 15 days of our sample and the last 15 days of our sample may not capture all loans outstanding on these days (e.g. if the first-leg transaction of a rollover occurs before the beginning of our sample or a second-leg transaction occurs after the end of our sample). Similarly, the credit-facility algorithm may incorrectly eliminate IBOC transactions within 90 days of the beginning of our sample, and will not be able to eliminate non-IBOC transactions that occur within 90 days of the end of our sample. As a result, all analyses in this paper are conducted on a truncated sample of 5 April 2005 to 16 October 2015 – of the 100 315 loan sets identified by the Furfine-type algorithm, 96 052 occur during this period.

- Since intra-group loans are explicitly excluded from the IBOC Survey, we removed IBOC loan transactions between banks known to have merged during our sample period (only transactions after the merger date were removed).

\textsuperscript{54} Since some credit-facility-type loans were found to remain outstanding for longer than 60 days, the repayment period for the credit-facility algorithm is 90 days (in the baseline calibration). As a result, caution should be exercised when running the credit-facility algorithm with a non-zero interest rate range, as the dollar value range of feasible return transactions widens as the number of days outstanding increases, increasing the probability of false positives.

\textsuperscript{55} This step ensures that payments identified as a 'potential loan' can only influence the potential outstanding loans series for a limited amount of time (the repayment period) before it is designated as a non-loan. It also ensures that these non-loans do not bias the interest outstanding on each day (which would prevent the identification of true loans outstanding on these days).
Appendix C: Expanding the Interest Rate Range

This appendix provides some information on the impact of expanding the interest rate range beyond zero (as is done in the existing literature).

Allowing for a ±1 basis point range in the Furfine-type algorithm slightly improves the correlation of aggregate lending between the survey data and algorithm output (from 90 per cent to 91 per cent). However, this may be driven by an unrelated level effect rather than actually capturing more IBOC loans.

To explain, expanding the range captures more loans during the 2007–09 period (when our algorithm is least accurate) than during other periods, which improves the correlations and the proportions of loans identified (Figures C1 and C2). However, after extracting the level effect, the daily lending correlation is lower with a ±1 basis point range than with a 0 basis point range (by 0.36 percentage points), while the borrowing correlation only marginally increases (by 0.02 percentage points).\(^56\) Moreover, expanding the range worsens the major banks’ lending and borrowing correlations and increases the proportions of loans identified for the major banks to over 110 per cent (from 101 and 104 per cent, respectively).\(^57\)

It is possible that, in expanding the range, we are capturing some other form of lending (term lending, for example), and that it is just a coincidence that the increase in this lending occurred at the same time as our algorithm’s accuracy fell.

Allowing for a ±5 basis point range unambiguously worsens the algorithm’s fit relative to the ±1 basis point range.

---

56 To extract the level effect, we add quarterly constants to the algorithm data such that the average quarterly values for the algorithm output and the survey aggregates are the same. If the daily correlations were still higher with the ±1 basis point range, this would provide evidence against the improved fit being the result of an unrelated level effect, and we may actually be capturing more IBOC loans.

57 Recall that a small over-identification for some banks could be due to these banks transacting on behalf of other client banks (see Section 2).
Figure C1: Aggregate Lending
Quarterly average

Figure C2: Aggregate Borrowing
Quarterly average
Appendix D: Derivation of the Model

For simplicity, this appendix assumes that there are no rollovers and that there is no persistence in $u_{i,t}$. The intuition when rollovers and persistence are included is the same. Suppose the true data-generating process is (where $\gamma_{i,t}$ is the 'net share' in session $i$ of day $t$):

$$diff_{i,t} = \gamma_{i,t} nr_t + u_{i,t}$$  \hspace{1cm} (D1)

With the net share varying over time, $u_{i,t}$ consists of loan-identification errors only. However, suppose we estimate:

$$diff_{i,t} = \hat{\alpha}_i + \hat{\gamma}_i nr_t + \hat{\epsilon}_{i,t}$$  \hspace{1cm} (D2)

Then, by combining Equations (D1) and (D2):

$$\hat{\epsilon}_{i,t} = -\hat{\alpha}_i + (\gamma_{i,t} - \hat{\gamma}_i) nr_t + u_{i,t}$$  \hspace{1cm} (D3)

Estimating a constant net share causes the conditional variance of $\hat{\epsilon}_{i,t}$ (conditional on $nr_t$, $\hat{\alpha}_i$, and $\hat{\gamma}_i$) to differ from the variance that does not condition on $nr_t$:

$$\text{var}(\hat{\epsilon}_{i,t} | nr_t, \hat{\alpha}_i, \hat{\gamma}_i) = \text{var}((\gamma_{i,t} - \hat{\gamma}_i) nr_t + u_{i,t} | nr_t, \hat{\alpha}_i, \hat{\gamma}_i)$$

Assuming changes in $\gamma_{i,t}$ are independent of both $nr_t$ and $u_{i,t}$:

$$\text{var}(\hat{\epsilon}_{i,t} | nr_t, \hat{\alpha}_i, \hat{\gamma}_i) = \text{var}(\gamma_{i,t}) nr_t^2 + \text{var}(u_{i,t} | nr_t)$$  \hspace{1cm} (D4)

Equation (D4) justifies the functional form we assume for the conditional heteroskedasticity in our model.

Now suppose the parameters are estimated using ordinary least squares (OLS). By construction, the estimated sample covariance between $nr_t$ and $\hat{\epsilon}_{i,t}$ will be zero. Assuming the conditions required for the weak law of large numbers hold, the sample covariance converges in probability to the population covariance. Therefore, the following holds for the population covariance:

$$\text{cov}(nr_t, \hat{\epsilon}_{i,t}) = 0$$

Which, using Equation (D3), can be rewritten as:

$$\text{cov}(nr_t, (\gamma_{i,t} - \hat{\gamma}_i) nr_t + u_{i,t}) = 0$$  \hspace{1cm} (D5)
If $\gamma_{i,t}$ and $nr_t$ are independent, then the population covariance can be expanded to:

$$
\text{cov}(nr_t,(\gamma_{i,t} - \hat{\gamma}_t)nr_t + u_{i,t}) = \{E[\gamma_{i,t}] - \hat{\gamma}_t\} \text{var}(nr_t) + \text{cov}(nr_t, u_{i,t})
$$

(D6)

Using Equations (D5) and (D6), and re-arranging, gives the following limit value for $\hat{\gamma}_i$ (i.e. as $T \rightarrow \infty$, where $T$ is the sample size):

$$
\lim_{T \rightarrow \infty} \hat{\gamma}_i = E[\gamma_{i,t}] + \frac{\text{cov}(nr_t, u_{i,t})}{\text{var}(nr_t)}
$$

So, in the limit, the OLS estimator of the constant net share ($\hat{\gamma}_i$) will equal the mean of the net share plus a bias term caused by any correlation between non-rolled loans and the loan-identification error.

If the bias term is non-zero, then an estimator for $\hat{\gamma}_i$ that accounts for the conditional heteroskedasticity of $\hat{\gamma}_{i,t}$ (such as the Gaussian maximum likelihood estimator (MLE) used in Section 5.3) will, in general, converge to a different point than the OLS estimator. However, it can be shown that the point of convergence of the Gaussian MLE will have the same form as the OLS estimator; being equal to the mean of the net share plus a bias term:

$$
\lim_{T \rightarrow \infty} \hat{\gamma}_i = E[\gamma_{i,t}] + \frac{E(nr_t \cdot u_{i,t}) E\left(\frac{1}{f(nr_t)}\right) - E\left(\frac{u_{i,t}}{f(nr_t)}\right) E\left(\frac{nr_t}{f(nr_t)}\right)}{E\left(\frac{nr_t^2}{f(nr_t)}\right) E\left(\frac{1}{f(nr_t)}\right) - E\left(\frac{nr_t}{f(nr_t)}\right)^2}
$$

where $f(nr_t)$ is the limiting conditional variance of $\hat{\gamma}_{i,t}$. This bias term equals the bias term for the OLS estimator if $f(nr_t)$ is a constant. As with the OLS bias term, this bias term will equal zero if $nr_t$ and $u_{i,t}$ are uncorrelated.
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