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Abstract

This paper examines the effects of monetary policy in Australia using a small structural vector autoregression model. The model we use is a modification of the small open economy model developed for the G6 economies (the G7 less the United States) by Kim and Roubini (1999). The success of the Kim and Roubini model across these economies makes it a natural starting point to analyse monetary policy in Australia.

Consistent with Kim and Roubini, we find no evidence of the price or exchange rate puzzles identified in the literature. We demonstrate that, in the Australian context, modelling the interdependence between the domestic interest rate, the foreign interest rate and the nominal exchange rate is critical to resolving these puzzles. Further, we demonstrate that the Kim and Roubini model can be further usefully refined when applied to the Australian data.

We use the model to perform various monetary policy experiments and the results of these experiments accord well with both the existing SVAR literature and previous empirical work for Australia. We find that monetary policy shocks have a delayed and gradual effect on the price level and a small temporary effect on output. We also use the model to examine the effects of shocks to the Australian economy and the role of monetary policy in response to these shocks. Generally, we find that monetary policy has served to dampen both output and price fluctuations. A qualifying aspect of our results is the model’s instability, for example, around the most recent change in the implementation of monetary policy in Australia.
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A STRUCTURAL VECTOR AUTOREGRESSION MODEL OF MONETARY POLICY IN AUSTRALIA

Andrea Brischetto and Graham Voss

1. Introduction

This paper examines monetary policy in Australia using structural or identified VAR models. Since the basic principles were put forward by Sims (1980), these models have been used extensively within both closed and open economy environments to model the monetary transmission mechanism.1 Despite their widespread use elsewhere, it is only recently that these types of models have been used in the Australian context, the most notable example the study by Dungey and Pagan (1998).2 Our work, which differs in emphasis from Dungey and Pagan, makes a number of contributions. Foremost, it furthers our understanding of monetary policy and the monetary transmission mechanism in Australia. In addition, our results provide useful information more generally within the context of modelling monetary policy in small open economies.

We use as a benchmark the small dimension SVAR model put forward by Kim and Roubini (1999), hereafter KR. These authors use a common structural model to identify the effects of monetary policy for the G7 economies less the United States (which others and we refer to as the G6). Importantly, their model satisfies a set of accepted conditions that underlie most SVAR analysis of monetary policy. For the countries they consider, although with differing degrees of confidence, they find no evidence of the puzzles that have been identified in the SVAR literature: the price, exchange rate, liquidity and forward discount bias puzzles. Resolving the first two

---


2 These authors provide a survey of related work for Australia. Huh (1999) is another example of a SVAR model for Australia; however, its purpose is primarily to examine the specific predictions of the Mundell-Fleming IS-LM model.
of these puzzles is generally accepted as the minimum required to identify monetary policy in these types of models.3

Although the KR model is not specifically designed for the Australian economy and is not based explicitly on an accepted macroeconomic model, there are a number of reasons why it might be regarded as a natural starting point. First, the KR study considers a quite disparate set of economies. The fact that their model does reasonably well across these countries suggests that it is robust, at least in some directions, and merits consideration for this fact alone. An additional benefit is that we can systematically compare the results we obtain for Australia with those of the KR study. This allows us to gauge our results against other countries. In addition, by expanding the set of countries considered by KR, we provide further evidence on the suitability of the KR model for modelling monetary policy in an open economy environment.

To develop this final point further, the KR structure, although small in dimension, captures features of a larger dimensioned and more complex open economy model estimated for Canada by Cushman and Zha (1997). Most importantly, both studies argue that a structure allowing for interdependence between domestic monetary policy and the nominal exchange rate is critical for modelling monetary policy in small open economies. Examining these types of models for Australia provides further evidence on this specific issue. To foreshadow our results, we find reasonable support for the KR model, subject to some minor changes, and we find that modelling the interdependence between monetary policy and the domestic exchange rate is critical for a small dimensioned SVAR of the Australian economy.4

---

3 Leeper, Sims and Zha (1996) provides a detailed discussion of SVAR methods, including the resolution of these puzzles, and their relationship with other macroeconometric modelling.

4 The interdependence refers to a simultaneous relationship between a monetary aggregate, a policy interest rate and the nominal exchange rate. As we demonstrate below, however, what matters is the relationship between the interest rate and the exchange rate. Consistent with previous research for Australia, for example de Brouwer, Ng and Subbaraman (1993), there is no important role for a monetary aggregate in the model we estimate. Despite this, we proceed with the KR model including a monetary aggregate. This allows us to clearly document what is important for model specification. Nevertheless, the predictions of the model are little changed when the monetary aggregate is excluded.
The other SVAR study for Australia is Dungey and Pagan (1998) and it is useful to relate our work here with their study. In some respects, the purpose and nature of the two studies are similar. We examine a similar time period and similar macroeconomic aggregates and there is common ground in some of the questions we ask of the models. Most importantly, both studies consider the effects of monetary policy on the macroeconomy. There are, however, some important differences between the two studies. First, our focus is much more narrow – we wish to examine how well an existing SVAR model is able to identify monetary policy in Australia and the importance of certain features of SVAR models for Australia. In contrast, Dungey and Pagan consider a much wider range of empirical issues, for example the effects of terms of trade shocks on the Australian economy, with somewhat less focus on the issue of model specification and its relationship to the existing literature.

Second, we pursue quite different modelling strategies in a number of important directions. Dungey and Pagan use a large dimension model (10 or 11 variables) with quite strong restrictions on the interdependence between domestic and foreign variables. In addition, they estimate their model on linearly detrended data. In contrast, the model we consider is small (7 variables), it relies on the interdependence between the domestic and foreign interest rates and the nominal exchange rate, and it is estimated in levels. In addition to having the KR study as a benchmark, this strategy puts us very close to many recent US studies of monetary policy, for example Gordon and Leeper (1994) and Sims and Zha (1998a). As discussed above, we pursue this modelling strategy because we wish to examine and document how well simple SVAR models identify monetary policy in Australia. Because our objectives differ from Dungey and Pagan, and these objectives largely influence the model we consider, we view the models of the two studies as complementary rather than competing alternatives.

The paper proceeds as follows. In the next section, we first briefly review the SVAR framework and discuss in general terms how these models are specified. We then present the KR model and discuss the specific motivations for the specification of the model and the restrictions imposed. In the third section, we present the estimation results for the KR model; as well, we present a variation of this model and discuss why this variation is necessary. We then examine the
quality and stability of the results from the model and highlight what we believe to be important features of the structural model. The final section concludes.

2. Monetary SVAR Models

2.1 SVAR Framework

The estimation structure is as follows.⁵ Let \( x_t \) be an \( n \times 1 \) vector of variables and \( u_t \) be an \( n \times 1 \) vector of mean zero structural innovations. For simplicity of presentation, we ignore any constant terms in the model. The \( p^{th} \) order structural VAR model is written as:

\[
B(L)x_t = u_t, \\
E[u_t'u_t'] = D \\
E[u_t'u_{t+s}'] = 0, \quad \forall s \neq 0
\]  

(1)

for \( t = -(p-1)...T \). We condition on the first \( p \) observations, \( x_{-p+1}...x_0 \). \( B(L) \) is a \( p^{th} \) order matrix polynomial in the lag operator \( L \), \( B(L)=B_0 - B_1L - B_2L^2 - ... - B_pL^p \). \( B_0 \) is a non-singular matrix and is normalised to have ones on the diagonal. This matrix summarises the contemporaneous relationships between the variables of the model and is most commonly where identification restrictions are imposed.

Associated with the structural model is the reduced form VAR representation:

\[
A(L)x_t = \varepsilon_t, \\
E[\varepsilon_t'\varepsilon_t'] = \Sigma \\
E[\varepsilon_t'\varepsilon_{t+s}'] = 0, \quad \forall s \neq 0
\]  

(2)

where \( A(L) = B_0^{-1}B(L) = I - A_1L - A_2L^2 - ... - A_pL^p \) and \( \varepsilon_t = B_0^{-1}u_t \).

To estimate the structural VAR model requires that the model be either exactly identified or over-identified. A necessary condition for the model to be exactly

⁵ A useful general reference for SVAR models is Hamilton (1994).
identified is that there must be the same number of parameters in $B_0$ and $D$ as there are in $\Sigma$, the covariance matrix from the reduced form. In other words, it must be possible to recover the structural parameters from the reduced form model. (This is the order condition. The model must also satisfy the rank condition that is more difficult to verify. We assume that this condition is met. For further discussion, see Hamilton (1994).)

From the above, the relationship between the reduced form and the structural model can be expressed as:

$$\Sigma = (B_0^{-1})D(B_0^{-1})' \quad (3)$$

Exact identification requires that the parameters in $B_0$ and $D$, of which there are $2n^2-n$, be uniquely recoverable from the reduced form. Since $\Sigma$ has $(n+1)/2$ parameters, we require $2n^2-n-n(n+1)/2$ restrictions on $B_0$ and $D$. It is standard in the SVAR literature to restrict $D$ to be diagonal, imposing $n(n-1)$ restrictions. We require a further $n(n-1)/2$ restrictions on $B_0$. For example, this can be accomplished by assuming that $B_0$ is lower triangular; this is the standard recursive or Wold causal ordering often employed in SVAR studies.

For an exactly identified model with no restrictions on $A_j$, a simple two-step maximum likelihood estimation procedure can be employed, assuming the structural errors are jointly normal. This is the FIML estimator for the SVAR model. First, $\Sigma$ is estimated as $\hat{\Sigma} = (1/T)\sum_{t=1}^{T} \hat{e}_t \hat{e}_t'$, where $\hat{e}_t$ are the OLS residuals from each equation of the reduced form model. Estimates of $B_0$ and $D$ are then obtained by maximising the log likelihood for the system conditional on $\hat{\Sigma}$. This amounts to finding the solution to the system of non-linear equations given in Equation (3).

When the model is over-identified, however, the two-step procedure is not the FIML estimator for the SVAR model. The estimates are consistent but not efficient.

---

6 Although it is standard to restrict $D$ to be diagonal, it is not an innocuous restriction as it affects the interpretation of restrictions on $B_0$.

7 This follows the discussion in Hamilton (1994, pp. 331–332). Hausman, Newey and Taylor (1987) generalise the estimation of simultaneous equations models with covariance restrictions beyond the normality assumptions underlying MLE.
(see the discussion in Judge et al (1985, p. 619)) since they do not take the over-identification restrictions into account when estimating the reduced form. Nevertheless, this is a common means to estimate these models, for example Sims (1986), Gordon and Leeper (1994) and Kim and Roubini (1999), and it is the method we use here.8

Ideally, the restrictions imposed to identify a SVAR model would result from a fully specified macroeconomic model. In practice, however, this is rarely done. (Gali (1992), Garratt et al (1998), Huh (1999) and, to a lesser extent, Sims and Zha (1998a) are studies that go some way toward this ideal.) Instead, the more common approach is to impose a set of identification restrictions that are broadly consistent with economic theory and provide sensible outcomes. Generally, the metric used is whether the behaviour of the dynamic responses of the model accords with economic theories.

Leeper, Sims and Zha (1996), LSZ, provide a defence of this approach, representing it as an informal means of applying more formal prior beliefs to the econometric modelling. They argue persuasively that such an approach is in principle no different from other specification methods used in modelling – as long as the modeller does not fail to disclose the methods used to select the model. In particular, they argue that specifications consistent with any reasonable economic theory should not be dismissed in favour of a specification that accords with the modeller’s own prior beliefs. Nonetheless, there are still legitimate concerns about SVAR models and the identification restrictions that have been employed in the literature. One important issue is the robustness of the conclusions to alternative reasonable identification restrictions, see Faust (1998). Uhlig (1997) has raised a further issue concerning the approach advocated by LSZ. He argues that in most instances of VAR modelling, it is too difficult to document completely the model specification process undertaken making it unclear what aspects of the model arise from criteria imposed on the model and what arise from the data.9

---

8 Two alternatives are to estimate the model using instrumental variables, as discussed in Pagan and Robertson (1998) or to use the Bayesian estimation method suggested by Sims and Zha (1998b) and Zha (1999).

9 This is based upon the discussion in Faust (1998).
These concerns are clearly important and provide a motivation for considering an existing structure that has proved successful, in some directions, for other countries. We can reasonably argue that the model has not been tailored in unspecified directions to provide desired responses for the Australian data. Of course, this does not provide any assurance that the identification structure is in some sense ‘correct’ or that our conclusions are not sensitive to the identification restrictions imposed. It merely makes our approach more transparent.

Given a set of variables of interest and criteria for model selection, identification restrictions can be imposed in a number of different ways. Most commonly, these involve restrictions on $B_0$, $B_0^{-1}$ or long-run restrictions imposed on $B(1)$. The KR model, consistent with much of the SVAR literature, imposes restrictions only on the $B_0$ matrix, the contemporaneous relationship between the variables of the system. Generally, restrictions on $B_0$ are motivated in one of the following ways.

First, with open economy models, it is common to identify an external sector that does not respond contemporaneously to movements in domestic variables so that the $B_0$ matrix is block triangular. (This can be extended further by restricting the whole of $B(L)$ to be block triangular as in Cushman and Zha (1997) and Dungey and Pagan (1998).) The second argument used to justify identification restrictions on the $B_0$ matrix is the timing of information. If we think of an equation of the SVAR model as a behavioural equation, a policy response function for example, then we can impose zero restrictions based on the fact that certain variables are only available with a lag. For example, an output measure for time $t$ is only available after one quarter, at time $t + 1$.

---

10 Gali (1992) is an example of a model that uses all of these types of restrictions. Pagan and Robertson (1998) provide a discussion of the different type of restrictions used in SVAR models and some estimation issues; similarly, Faust and Leeper (1997) consider the usefulness of long-run identification restrictions. Finally, it is also possible to impose identification restrictions on the cointegration matrix of a VECM; see for example Garratt et al (1998) and Fung and Kasumovich (1998).

11 The model must have sufficient dimension to warrant restrictions based upon the timing of information and a diagonal structural covariance matrix. For example, while inflation measures may only be available with a lag, a leading indicator of inflation may inform monetary policy. In this case, the exclusion restrictions on $B_0$ coupled with the diagonal covariance matrix are not valid restrictions. Fundamentally, the problem is one of an omitted variable leading to a mis-specified model.
A third type of argument is the imposition of behavioural assumptions. For example, KR imposes the restriction that domestic monetary authorities do not respond contemporaneously to movements in foreign interest rates. A further type of behavioural restriction often imposed is that certain variables respond slowly to movements in financial and policy variables. So, for example, output and prices do not respond contemporaneously to changes in domestic monetary policy variables.

2.2 The Kim and Roubini Model

The model specified by Kim and Roubini considers the following set of variables:

\[ x_t = (o_t^*, i_t^*, y_t, p_t, m_t, i_t, e_t)' \]  

(4)

where all variables except interest rates are expressed in logarithms. \( o_t^* \) is an oil price index in current US dollars, \( i_t^* \) the Federal Funds rate, \( y_t \) domestic output, \( p_t \) the domestic price level, \( m_t \) a narrow monetary aggregate, \( i_t \) the domestic policy interest rate and \( e_t \) the exchange rate expressed in US dollars.

The oil price variable is included to capture anticipated inflation for the G6 countries. It is generally accepted that these models require such a variable in order to account for forward-looking monetary policy. Typically, we observe interest rates rising in advance of measured inflation. Without specifying the response of policy-makers to anticipated inflation, these models predict that an innovation to monetary policy leads to a rise in the price level (or inflation, depending upon the specification) – this is the price puzzle. KR includes the oil price index to resolve the price puzzle.

The Federal Funds rate is included to control for the response of domestic monetary policy to US financial variables. KR cites evidence in Grilli and Roubini (1995) that this is important for the G6 countries. For the sample we consider, Australia has had relatively open capital markets and it is also reasonable to assume that domestic interest rates are related to US interest rates.

The remaining variables are simply the standard variables of open economy monetary business cycle models: output, price, money, an interest rate, and the exchange rate. One point to note, however, is the focus on US interest rates and the
USD exchange rate. This means that the US is serving as a proxy for the international economy. While this might not be ideal for all purposes, it has the advantage of being simple. Further, there is sufficient evidence to suggest that the US has an important influence on Australian financial variables and is likely to act as a reasonable proxy. (See de Roos and Russell (1996) and Dungey and Pagan (1998).)

The KR model restricts the elements of the $B_0$ matrix as follows (with zeros above the diagonal suppressed):

$$
B_0 x_t = \begin{bmatrix}
1 & 1 & 1 & \ldots \\
-b_{21}^0 & 1 & 1 & \ldots \\
-b_{31}^0 & 0 & 1 & \ldots \\
-b_{41}^0 & 0 & -b_{43}^0 & 1 & \ldots \\
0 & 0 & -b_{53}^0 & -b_{54}^0 & 1 & \ldots \\
-b_{61}^0 & 0 & 0 & 0 & -b_{65}^0 & 1 & \ldots \\
-b_{71}^0 & -b_{72}^0 & -b_{73}^0 & -b_{74}^0 & -b_{75}^0 & -b_{76}^0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
o_t^* \\
-i_t^* \\
y_t \\
p_t \\
i_t \\
e_t \\
\end{bmatrix}
$$

(5)

Further, the structural variance covariance matrix $D$ is assumed to be diagonal. The model is over-identified – there are five more restrictions than required to just identify the model. As well, written in this manner, it is easy to see that the model is largely recursive with the exception being the relationship between the domestic interest rate, the monetary aggregate and the nominal exchange rate.\(^{12}\) To make the notation of Equation (5) more explicit, it is useful to consider an individual equation of the model in complete detail. For example, the domestic interest rate equation is:

$$i_t = b_{61}^0 o_t^* + b_{65}^0 m_t + b_{67}^0 e_t + B_{41} x_{t-1} + \ldots + B_{p1} x_{t-p} + u_{6t}
$$

(6)

The other equations of the model can be similarly expanded.

---

\(^{12}\) We order the model differently to Kim and Roubini. We do so to identify the features of the model which make it differ from the more standard recursive ordering. For example, this model is very similar to the recursive model in Eichenbaum and Evans’ (1995) study for the US which documents evidence of the exchange rate and forward discount puzzle.
The explanation for the restrictions imposed is as follows. The first two variables are treated as external variables which are unaffected by contemporaneous movements in any domestic variable. The Federal Funds rate, denoted $i_t^*$, depends contemporaneously on the oil price variable reflecting the role this variable plays as a proxy for measures of anticipated inflation. Domestic output is assumed to respond to changes in oil prices immediately, as are domestic prices. This is based on the assumption that oil prices are an important determinant of production and pricing decisions and firms respond quickly to any changes. Otherwise, output is assumed to adjust slowly to the financial variables of the model. Similarly, the price level is assumed to adjust slowly to all variables except for movements in output (and oil prices as discussed).

The interest rate equation is interpreted as the policy reaction function of the central bank. The interest rate we use is the official cash rate, the interest rate in the overnight money market in Australia. The policy reaction function of the central bank depends contemporaneously on three variables: the oil price variable, the domestic monetary aggregate and the nominal exchange rate. The oil price variable is included as a proxy for anticipated inflation. The justification for excluding output and the price level is based upon the timing of information; that is, measures of these variables are not available at the time policy is set. For the price level, this is reasonable since we have included a variable to act as a measure of anticipated inflation. For output, however, one should be aware we are restricting the monetary authorities from responding to any indicators of future output apart from those specified in the model.

Finally, an important omission from the policy reaction function is the US interest rate. Kim and Roubini justify this by arguing that for domestic monetary authorities the information in changes to the Federal Funds rate, expected or

13 Notice that the oil price variable is measured in USD. Domestic producers, however, are more likely to be concerned with the AUD value. Consequently, these identification restrictions are likely to be too simple, not accounting for the interaction between the USD oil price and the exchange rate. This is a limitation of the KR structure. (We are grateful to Adrian Pagan for bringing this to our attention.) As it turns out that the oil price variable plays very little role in the model when applied to Australian data, we do not amend this aspect of the KR model.

14 For the whole of the sample period we consider, this interest rate has been the principal policy instrument of the Reserve Bank. While reserve ratios were also used to some extent in the early part of the sample, the cash rate was still an important policy instrument. For a more complete discussion of these issues, see Macfarlane (1984) and Rankin (1992).
unexpected, is dominated by the information in the movements of the nominal exchange rate. This contrasts with Cushman and Zha’s model for Canada, which includes the US Federal Funds rate in the domestic policy reaction function. Cushman and Zha (1997) (CZ hereafter) argue that inclusion of this variable is important in specifying their model. To foreshadow our results, we find it necessary to follow CZ and include the contemporaneous US Federal Funds rate in the domestic interest rate equation in order to obtain sensible dynamic responses. This is also a source of difference between our model and Dungey and Pagan as the latter also exclude the foreign interest rate (contemporaneously) from their domestic interest rate equation.

The monetary aggregate equation is specified as a standard money demand equation, dependent upon output, prices and interest rates. We use a measure of M1, consistent with KR. One aspect of this specification is that we do not restrict $b_{65}^0 = 1$ so that we would be modelling a demand for real balances (as, for example, CZ do). Were we to impose this restriction we would also have to consider how we wish to model the dynamic adjustment of money demand – in terms of nominal or real balances. For simplicity, we follow KR and leave the contemporaneous and dynamic relationships unrestricted with a possible loss of efficiency.

Finally, the exchange rate is treated as dependent upon all innovations of the model. This reflects the fact that the exchange rate is a financial variable and reacts quickly to all information. A similar argument is employed in CZ.

It is instructive to highlight the similarities between the KR model and the CZ model. Although the KR model is much smaller in dimension, the two models share, to a considerable extent, the same structure for money demand and supply. For money demand, the specifications are identical in terms of exclusion restrictions. The only difference is that the coefficients on $m$ and $p$ are restricted to be equal and opposite signs in CZ. The money supply or interest rate equation is also nearly identical in structure, the only difference being that CZ include the Federal Funds rate, as already mentioned. So, to summarise, both KR and CZ impose effectively the same non-recursive structure for the monetary components of the model.
As both papers provide models with reasonable dynamic responses for monetary policy innovations, it suggests that this non-recursive monetary structure is the important element of the identification scheme for each model. Some sensitivity analysis presented below confirms that this is the case for Australia. It further suggests that the additional restrictions imposed on the dynamics of the model by CZ so that the $B(L)$ matrix is block triangular, are not crucial for identifying a reasonable model for a small open economy and, at least in the first instance, may be set aside.

3. **Estimation Results**

3.1 **Data**

The data are quarterly for the sample period 1980:Q1–1998:Q4, 76 observations. All variables are in logarithms except for the interest rate variables, which are in annual terms. The foreign variables are a current USD spot price for oil and the US Federal Funds rate. The Australian variables are real GDP, the underlying consumer price index, a narrow monetary aggregate (M1), the official cash rate and the USD/AUD exchange rate. Full details on the data including source are available in the data appendix. Figure 1 presents the series as they are used in the estimation. This sample period is later than the sample periods considered in Kim and Roubini, which run from mid-1970 to mid-1990. For Australia, the later sample period we choose is more appropriate because of the structural changes, in particular financial market deregulation, that occurred during the late 1970s and early 1980s. Dungey and Pagan (1998) also focus on this later sample period for similar reasons.
Figure 1: Variables
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3.2 Estimation

We estimate two versions of the Kim and Roubini model. The first is the one we have already described and we refer to this as Model 1. The second allows the Federal Funds rate to enter the interest rate equation contemporaneously; that is, we do not restrict \(-b_{62}^{0}\) to be zero. We refer to this as Model 2.\(^{15}\)

All models are estimated in levels. As some or all of the variables are possibly non-stationary in levels, it is possible that standard inference will not be correct, although the models estimated in levels should provide consistent parameter estimates. Further, if the variables are integrated then there may also be a set of cointegration restrictions that, if imposed, would improve the efficiency of the estimation.

We accept the loss of efficiency in preference to imposing possibly incorrect restrictions on the data resulting in a mis-specified model. Inference, however, is more troubling. While we do report likelihood ratio tests of over-identification restrictions, we cannot be confident of the distribution of these statistics. For the impulse response functions and the variance decompositions, we use the bootstrap procedure in Kilian (1998). An alternative and common approach is to use a Bayesian framework, as advocated by Sims and Zha (1998b) among others. This involves quite different methods of inference and we leave this for future work.\(^{16}\)

The lag length for the reduced form model is set at \(p = 6\), which is the maximum lag length that is feasible for our sample period. The choice of \(p = 6\) is generally supported by the diagnostic tests reported in Table 1. For lag lengths less than six, using a conventional significance level of five per cent, we find evidence of first and fourth order serial correlation in the residuals of some of the equations of the

---

\(^{15}\) We also estimate a number of other variations. These are discussed in detail in Section 3.3.3 below.

\(^{16}\) Related to this issue are comments by Gali (1998) on Bernanke and Mihov (1998). The latter presents a model in log levels as we do here. Gali argues that since estimation in levels tends to bias downward the parameter estimates on the first lag of the dependent variable such models may not provide very accurate representations of the data in small samples. This is particularly important for long-run effects since the bias is away from permanent effects.
Table 1: Reduced Form Diagnostics

<table>
<thead>
<tr>
<th>Equation Diagnostics</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p$</td>
<td>$o_t^*$</td>
<td>$i_t^*$</td>
<td>$y_t$</td>
<td>$p_t$</td>
<td>$m_t$</td>
<td>$i_t$</td>
<td>$e_t$</td>
</tr>
<tr>
<td>Serial Correlation of Residuals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AR(1)</td>
<td>$F$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6.318</td>
<td>0.516</td>
<td>0.012</td>
<td>0.436</td>
<td>0.015</td>
<td>0.577</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.016)</td>
<td>(0.477)</td>
<td>(0.913)</td>
<td>(0.513)</td>
<td>(0.903)</td>
<td>(0.452)</td>
<td>(0.964)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.755</td>
<td>0.288</td>
<td>0.055</td>
<td>0.500</td>
<td>6.734</td>
<td>0.332</td>
<td>0.081</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.036)</td>
<td>(0.595)</td>
<td>(0.816)</td>
<td>(0.485)</td>
<td>(0.014)</td>
<td>(0.568)</td>
<td>(0.778)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3.260</td>
<td>0.042</td>
<td>0.246</td>
<td>0.153</td>
<td>0.021</td>
<td>0.496</td>
<td>3.412</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.083)</td>
<td>(0.839)</td>
<td>(0.624)</td>
<td>(0.699)</td>
<td>(0.887)</td>
<td>(0.488)</td>
<td>(0.076)</td>
</tr>
<tr>
<td>AR(4)</td>
<td>$F$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.983</td>
<td>4.142</td>
<td>1.482</td>
<td>0.747</td>
<td>1.824</td>
<td>0.859</td>
<td>2.726</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.116)</td>
<td>(0.007)</td>
<td>(0.226)</td>
<td>(0.566)</td>
<td>(0.144)</td>
<td>(0.497)</td>
<td>(0.043)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4.486</td>
<td>2.842</td>
<td>1.755</td>
<td>1.148</td>
<td>2.058</td>
<td>0.819</td>
<td>0.798</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.006)</td>
<td>(0.041)</td>
<td>(0.163)</td>
<td>(0.353)</td>
<td>(0.111)</td>
<td>(0.523)</td>
<td>(0.536)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3.839</td>
<td>1.517</td>
<td>2.507</td>
<td>1.093</td>
<td>1.160</td>
<td>0.729</td>
<td>1.310</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.016)</td>
<td>(0.230)</td>
<td>(0.070)</td>
<td>(0.383)</td>
<td>(0.354)</td>
<td>(0.581)</td>
<td>(0.296)</td>
</tr>
<tr>
<td>Arch of Residuals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARCH(1) $\chi^2 (1)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3.005</td>
<td>0.754</td>
<td>0.287</td>
<td>5.686</td>
<td>0.410</td>
<td>5.615</td>
<td>0.490</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.083)</td>
<td>(0.385)</td>
<td>(0.592)</td>
<td>(0.017)</td>
<td>(0.522)</td>
<td>(0.018)</td>
<td>(0.484)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.957</td>
<td>1.606</td>
<td>0.001</td>
<td>0.663</td>
<td>0.046</td>
<td>8.626</td>
<td>0.130</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.047)</td>
<td>(0.205)</td>
<td>(0.977)</td>
<td>(0.416)</td>
<td>(0.831)</td>
<td>(0.003)</td>
<td>(0.719)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.886</td>
<td>1.073</td>
<td>0.285</td>
<td>3.859</td>
<td>0.024</td>
<td>3.998</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.769)</td>
<td>(0.300)</td>
<td>(0.594)</td>
<td>(0.049)</td>
<td>(0.876)</td>
<td>(0.046)</td>
<td>(0.962)</td>
</tr>
<tr>
<td>ARCH(4) $\chi^2 (4)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.395)</td>
<td>(0.016)</td>
<td>(0.823)</td>
<td>(0.227)</td>
<td>(0.379)</td>
<td>(0.147)</td>
<td>(0.250)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7.098</td>
<td>11.592</td>
<td>1.350</td>
<td>0.903</td>
<td>1.453</td>
<td>9.555</td>
<td>3.595</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.131)</td>
<td>(0.021)</td>
<td>(0.853)</td>
<td>(0.924)</td>
<td>(0.835)</td>
<td>(0.049)</td>
<td>(0.464)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2.147</td>
<td>5.761</td>
<td>2.715</td>
<td>5.135</td>
<td>1.380</td>
<td>4.408</td>
<td>4.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.709)</td>
<td>(0.218)</td>
<td>(0.607)</td>
<td>(0.247)</td>
<td>(0.848)</td>
<td>(0.354)</td>
<td>(0.402)</td>
</tr>
<tr>
<td>STABILITY (1993:3)</td>
<td>$\chi^2 (15)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.074)</td>
<td>(0.029)</td>
<td>(0.020)</td>
<td>(0.033)</td>
<td>(0.009)</td>
<td>(0.073)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>System Diagnostics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p = 4$</td>
<td>$p = 5$</td>
<td>$p = 6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>–38.06</td>
<td>–38.50</td>
<td>–40.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag Length</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$H_0; p = 1$</td>
<td>$H_0; p = 2$</td>
<td>$H_0; p = 3$</td>
<td>$H_0; p = 4$</td>
<td>$H_0; p = 5$</td>
<td>$H_1; p = 2$</td>
<td>$H_1; p = 3$</td>
<td>$H_1; p = 4$</td>
</tr>
<tr>
<td></td>
<td>61.172</td>
<td>64.593</td>
<td>62.985</td>
<td>56.532</td>
<td>93.158</td>
<td>6.318</td>
<td>8.626</td>
<td>12.215</td>
</tr>
<tr>
<td></td>
<td>(0.114)</td>
<td>(0.067)</td>
<td>(0.086)</td>
<td>(0.214)</td>
<td>(0.000)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Sample is 1980:1–1998:4. Marginal significance levels are in parentheses. The test for serial correlation is from Davidson and Mackinnon (1993, p. 359). The degrees of freedom for this test are $(r,n–(pk+1)–r)$ where $r$ is the degree of serial correlation, $n$ the number of observations and $k$ the number of variables in the VAR. The test for ARCH is from Davidson and Mackinnon (1993, p. 557). The test for lag length is the LR test described in Hamilton (1994, p. 297). The stability test is a heteroskedasticity robust Chow-type test as described in Davidson and Mackinnon (1993, p. 378).
VAR. With a lag length of six, only the residuals of the oil price equation exhibit any serial correlation at the five per cent significance level. A lag length of six is also supported by the ARCH tests, although there remains some evidence of ARCH(1) in the residuals of the domestic price and interest rate equations. Additional support is provided by the likelihood ratio tests for lag length where a lag length of five is strongly rejected in favour of the alternative of six. Finally, AIC and Schwarz criteria are presented for each lag length with the AIC criteria providing support for $p = 6$. Given the serial correlation and ARCH in the residuals for $p = 4, 5$ we ignore the Schwarz criteria supporting $p = 4$.

We present this aspect of the model specification with some care for two reasons. First, it turns out that the structural estimation is sensitive to the choice of lag length. We obtain very different results for $p = 6$ relative to the results for $p = 5$ for Model 2 (our preferred model, as we explain below). It is necessary then, for the results to be credible, that $p = 6$ be a suitable choice. The second reason to be careful is that the bootstrap procedure we employ for inference, due to Kilian (1998), assumes that the residuals of the VAR model are independent and identically distributed.

The results for Model 1 are summarised in Table 2 and Figure 2. Table 2 presents the estimate of $B_0$, the associated standard errors and a likelihood ratio test of the over-identification restrictions. While we cannot reject the over-identification restrictions at standard significance levels, the marginal significance level is quite low, 0.07, suggesting that the KR model may not be consistent with the Australian data.

Figure 2 presents the estimated impulse response functions of the domestic variables (excluding $m_t$ which is not necessary for the following arguments) to innovations to $i_t$ which result in an impact of 0.25 per cent.\(^\text{17}\) For each point estimate, we also report a 90 per cent confidence interval generated by the

---

\(^\text{17}\) It is standard in the literature to consider innovations of one standard deviation in magnitude. Although it varies for each of the models we consider, the impact of a one standard deviation innovation to the interest rate always provides an impact effect on the domestic interest rate similar to 0.25 per cent. We focus on a 0.25 per cent impact effect on the interest rate because it is a magnitude relevant for policy analysis.
Table 2: Structural Model 1

<table>
<thead>
<tr>
<th>$\alpha_t^*$</th>
<th>$i_t^*$</th>
<th>$y_t$</th>
<th>$p_t$</th>
<th>$m_t$</th>
<th>$i_t$</th>
<th>$e_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0088</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0123</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0109)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\hat{B}_0 = \begin{bmatrix}
0.0029 & 0 & -0.0581 & 1 \\
(0.0039) & (0.0425) & & \\
0 & 0 & -0.3916 & 0.0149 & 1 & 0.2480 \\
(0.2755) & (0.4973) & (0.3117) & & & \\
0.0003 & 0 & 0 & 0 & 0.5878 & 1 & -0.3270 \\
(0.0273) & (0.3366) & (0.1862) & & (0.3666) & (0.1862) & \\
0.0059 & -8.3393 & 1.0616 & -3.3730 & -0.4423 & 3.5693 & 1 \\
(0.0959) & (3.1696) & (1.9125) & (3.6756) & (1.6192) & (2.1353) & |

Test for Over-identification Restrictions $\chi^2(5) = 10.1741 (0.0705)$

Notes: Sample is 1980:1–1998:4. Standard errors from the ML estimation are reported in parentheses. The test for over-identification is a LR test, see Davidson and Mackinon (1993, p. 642). The marginal significance level is in parentheses.

As is evident from Figure 2 (and Figure 3), these bands are very wide and in almost all cases encompass zero for the whole of the response. It is clearly important to provide these bounds to identify the uncertainty associated with the point estimates. We believe, however, that the focus should be on the point estimates, rather than the bounds themselves, as these provide the best guide to the model’s responses. Throughout, the discussion will concern the point estimates and will note significance only, insignificance being the norm.19

---

18 Kilian’s bootstrap procedure involves a preliminary bootstrap to correct possible bias in the coefficient estimates of the reduced form VAR. A subsequent bootstrap is used to calculate the empirical distribution of the impulse responses and the variance decompositions. We use 500 and 1,000 replications respectively. Following a suggestion in Kilian, the preliminary bias adjustment from the initial bootstrap is applied in the second bootstrap. In each of the second set of replications, the reduced form and the $B_0$ matrix are estimated.

19 A comparison of our impulse responses and confidence intervals with those of KR must be done with some care. First, KR uses a plus or minus one standard error band which is much narrower than the 90 per cent confidence interval we employ. Second, their bands are based upon Bayesian inference and have formally incorporated prior beliefs about the model.
Figure 2: Response of Domestic Variables to a Rise in the Cash Rate of 25 Basis Points – Model 1

Notes: These graphs show point estimates and 90 per cent confidence intervals of the responses of domestic variables over the following 24 quarters to a 25 basis point rise in the cash rate in quarter 1. After the initial 25 basis point increase, the cash rate responds endogenously to the system. All variables are in logarithms except for the interest rate which is in percentage terms. Note that a change of 0.01 in the log level of a variable is approximately equal to a one per cent change in that variable. Variables are $y$, domestic output, $p$, the underlying consumer price index, $i$, the domestic cash rate and $e$ the USD/AUD exchange rate.
An inspection of these impulse response functions indicates, however, that this model is not a satisfactory description of monetary policy. Specifically, in response to an increase in the cash rate of 0.25 per cent, we observe a rise in output and the price level and a depreciation of the nominal exchange rate, all of which are inconsistent with what we expect to be the effects of a contraction in monetary policy. On this basis and the results from the test of the over-identification restrictions, we argue that the model has not accurately identified monetary policy and we consider Model 2, which relaxes the restriction that \(-b_{62}^0\) be zero.

Table 3 and Figures 3a–d provide a summary of Model 2. The estimate of \(B_0\), the associated standard errors and the test of the over-identification restrictions are reported in Table 3. As before, we cannot reject the over-identification restrictions but this time with much greater confidence. The marginal significance level is 0.75. One notable feature of the results is the relatively large standard errors on the coefficients in the \(B_0\) matrix. Large standard errors are common in these models, see for example Sims and Zha (1998a) and KR, and in part underlie the uncertainty associated with the impulse response functions.20

---

20 These standard errors are derived from the second derivative of the inverse of the Hessian matrix from the ML estimation. They are only approximate since we use a two step procedure.
Table 3: Structural Model 2

<table>
<thead>
<tr>
<th>$\alpha_t^*$</th>
<th>$i_t^*$</th>
<th>$y_t$</th>
<th>$p_t$</th>
<th>$m_t$</th>
<th>$i_t$</th>
<th>$e_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.0088</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0123</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0109)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0029</td>
<td>0</td>
<td>-0.0581</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0039)</td>
<td></td>
<td>(0.0425)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>-0.2448</td>
<td>-0.1893</td>
<td>1</td>
<td>0.4571</td>
<td>(0.1394)</td>
</tr>
<tr>
<td>(0.0724)</td>
<td>(5.4021)</td>
<td>(0.1978)</td>
<td>(0.5009)</td>
<td></td>
<td>(0.1394)</td>
<td></td>
</tr>
<tr>
<td>0.0032</td>
<td>-6.2416</td>
<td>0</td>
<td>0</td>
<td>-1.4029</td>
<td>1</td>
<td>1.1198</td>
</tr>
<tr>
<td>(0.0724)</td>
<td>(5.4021)</td>
<td></td>
<td>(1.5268)</td>
<td></td>
<td>(1.1921)</td>
<td></td>
</tr>
<tr>
<td>0.0145</td>
<td>4.9730</td>
<td>-5.8721</td>
<td>8.7294</td>
<td>0.0971</td>
<td>-7.6258</td>
<td>1</td>
</tr>
<tr>
<td>(0.1619)</td>
<td>(8.7254)</td>
<td>(4.5255)</td>
<td>(9.0767)</td>
<td>(0.8511)</td>
<td>(7.2145)</td>
<td></td>
</tr>
</tbody>
</table>

Test for Over-identification Restrictions $\chi^2(4) = 1.9205 (0.7504)$

Notes: See Table 2.

The estimated impulse response functions for the model are presented in Figures 3a–d and in contrast to Model 1, we obtain results that accord with our expectations and are broadly consistent with those of KR. We now consider these responses in detail with particular attention to the response of the economy to monetary policy innovations.
Figure 3a: Response of Domestic Variables to a Rise in the Cash Rate of 25 Basis Points

Notes: These graphs show point estimates and 90 per cent confidence intervals of the responses of domestic variables over the following 24 quarters to a 25 basis point rise in the cash rate in quarter 1. After the initial 25 basis point increase, the cash rate responds endogenously to the system. All variables are in logarithms except for the interest rate which is in percentage terms. Variables are $y$, domestic output, $p$, the underlying consumer price index, $m$, the monetary aggregate M1, $i$, the domestic cash rate, $e$, the USD/AUD exchange rate and FD the forward discount bias.
Figure 3b: Response of Domestic Variables to a Rise in the Exchange Rate of Approximately One Per Cent

Notes: These graphs show point estimates and 90 per cent confidence intervals of the responses of domestic variables over the following 24 quarters to an increase of approximately one per cent in the exchange rate in quarter 1. After the initial increase, the exchange rate responds endogenously to the system. All variables are in logarithms except for the interest rate, which is in percentage terms. Variables are $y$, domestic output; $p$, the underlying consumer price index; $m$, the monetary aggregate M1; $i$, the domestic cash rate; $e$, the USD/AUD exchange rate and FD the forward discount bias.
Figure 3c: Response of Domestic Variables to a Rise in the Oil Price of Approximately Five Per Cent

Notes: These graphs show point estimates and 90 per cent confidence intervals of the responses of domestic variables over the following 24 quarters to an increase of approximately five per cent in the oil price index in quarter 1. After the initial increase, the oil price responds endogenously to the system. All variables are in logarithms except for the interest rate which is in percentage terms. Variables are \( y \), domestic output, \( p \), the underlying consumer price index, \( m \), the monetary aggregate M1, \( i \), the domestic cash rate, \( e \), the USD/AUD exchange rate and FD the forward discount bias.
Figure 3d: Response of Domestic Variables to a Rise in the Federal Funds Rate of Approximately 25 Basis Points

Notes: These graphs show point estimates and 90 per cent confidence intervals of the responses of domestic variables over the following 24 quarters to a 27 basis point rise in the Federal Funds rate in quarter 1. After the initial increase, the Federal Funds rate responds endogenously to the system. All variables are in logarithms except for the interest rate which is in percentage terms. Variables are $y$, domestic output, $p$, the underlying consumer price index, $m$, the monetary aggregate M1, $i$, the domestic cash rate, $e$, the USD/AUD exchange rate and FD the forward discount bias.
3.2.1 Innovations to the cash rate

Figure 3a presents the effects on the domestic variables of a one-off rise in the cash rate of 0.25 per cent. Before considering the effects of this rise, notice that the direct effect of the innovation on $i$, itself is presented with standard error bounds. This arises because of the interdependence of the interest rate, money aggregate and the nominal exchange rate and the fact that the coefficients are estimated with error.

The contraction of monetary policy has the following effects. The level of output falls by about 0.20 per cent between 5 and 15 quarters after the contraction. After approximately 20 quarters the decline in output has been fully reversed. It appears that the long-run effects on output are very small or non-existent (although recall that the model estimated in levels may be biased against non-zero long-run effects, see Gali (1998)). The price level also falls with some delay with maximum effect, about 0.20 per cent by approximately 10 quarters. Unlike output, there is an indication that the effect on the price level may be permanent. As well, the effect on the nominal exchange rate is as we would anticipate – we see an immediate appreciation which lasts for roughly five quarters. This appreciation raises the USD/AUD exchange rate by 2.1 per cent above the value it would have otherwise been. After roughly two years the rate returns to its original level and it appears there are no permanent effects, although it does oscillate around zero. A feature of our results is the relatively small effects of monetary policy innovations on output and the price level and the quite large effects on the nominal exchange rate. This is similar to KR and to other monetary SVAR studies.

The permanent fall in the price level and the apparent transitory effect on the nominal exchange rate seems to suggest that we observe a permanent depreciation of the real exchange rate. The model does not, however, provide enough information to support this conclusion since the foreign price level is not included in the specification. It is not correct to argue that the foreign price level must remain unaffected by the domestic monetary innovation as identified in the KR model. This would only be true if we were confident that the innovation is not systematically correlated with movements in the foreign price level, something that is beyond the KR specification. KR addresses this to some extent by re-estimating the model with the real exchange rate in place of the nominal exchange rate.
Consistent with most of the exchange rate literature, they find that the two variables behave roughly the same — the nominal exchange rate response is similar to the real exchange rate response. We have also used the real exchange rate in the model and, similar to KR, the results are largely unchanged.21

The effect on M1 is not as well specified as we might wish. We do not observe a significant liquidity effect (fall in M1) in response to the contraction in monetary policy. We suspect that in order to examine the liquidity effect properly requires a much more detailed specification of the operation of monetary policy, along the lines of Bernanke and Mihov’s (1998) study for the United States. This involves modelling a monetary aggregate much more closely related to the policy interest rate (in the US case, borrowed and non-borrowed reserves). The somewhat erratic response may also reflect the difficulties associated with modelling money demand in Australia (and elsewhere) due to instabilities arising from structural changes to financial markets over the sample period. (See de Brouwer, Ng and Subbaraman (1993).)

The results concerning monetary policy effects can be compared with previous work for Australia. We find that the effect on the level of output is largest between 5 and 15 quarters out. This is a similar lag length to the results reported in Dungey and Pagan (1998), although the magnitude of effects on output cannot be compared because Dungey and Pagan model responses around trend.

We now examine more closely the effects of a monetary policy innovation on the nominal exchange rate. For the United States, Eichenbaum and Evans (1995) identified an anomalous result: a persistent overshooting of the nominal exchange rate in response to an innovation to monetary policy. This overshooting results in excess returns to domestic assets and is referred to as the forward discount bias puzzle.

Excess returns are defined as:

$$\psi_{t+1} = i_t + e_{t+1} - e^*_t - i^*_t$$

Excess returns are defined as:

$$\psi_{t+1} = i_t + e_{t+1} - e^*_t - i^*_t$$

21 These results are not reported but are available from the authors upon request.
The first three terms on the RHS are (approximately) the *ex post* return on domestic assets for one USD invested domestically (recall \( e_t \) is defined as the logarithm of the USD price of the domestic currency). If uncovered interest rate parity (UIP) holds, the conditional expectation of \( \psi_t \) is zero; that is:

\[
E_t \psi_{t+1} = i_t + E_t e_{t+1} - e_t - i_t^* = 0
\]  

(8)

The response of \( E_t \psi_{t+1} \) is also plotted in Figure 3a. Although the uncertainty of the point estimates make it impossible to conclude with any confidence for or against the UIP hypothesis, there does appear to be some limited evidence of UIP being violated with excess returns mostly negative in the first nine quarters.\(^{22}\) Further, the extent of the deviation is economically significant: the largest deviation is approximately \(-0.013\) (i.e.\(-1.3\) per cent) three quarters out. What is occurring is that after the initial appreciation, the subsequent depreciation more than offsets the difference between the domestic and foreign interest rate leading to the negative excess return. This result contrasts in two ways with those reported in Eichenbaum and Evans (1995). First, although we observe deviations from UIP we do not observe the same degree of persistence these authors identified for the United States. Second, Eichenbaum and Evans identified positive excess returns for US assets in response to a contraction in US monetary policy; in contrast, we observe negative excess returns for Australian assets in response to a contraction of Australian monetary policy. In effect, the model still exhibits a forward discount puzzle but in the opposite direction, a result in contrast to the conclusions of Kim and Roubini for the G6 economies.

### 3.2.2 Innovations to the nominal exchange rate

The responses of the domestic variables to a nominal exchange rate innovation are reported in Figure 3b. In response to an appreciation of approximately one per cent, the cash rate falls immediately by more than 0.50 per cent. This is consistent with monetary policy systematically moving to offset the price level

\(^{22}\) VAR models with quarterly aggregate macroeconomic data are clearly not the best means of testing and examining an arbitrage hypothesis about financial markets. Our model does, however, encompass the endogenous monetary policy hypothesis put forward by McCallum (1994) to explain observed deviations from UIP. The results of the VAR analysis suggest that it might be a fruitful exercise to explicitly examine UIP and endogenous monetary policy.
effects following the appreciation. Even with this response, we still observe a smooth decline in the price level to a maximum decline of approximately 0.30 per cent after roughly 12 quarters. Interestingly, the long-run response of output to this innovation is positive. The level of output after 24 quarters is 0.25 per cent higher than it would have otherwise been. Two possible explanations can be offered. First, the exchange rate innovation may reflect innovations to the terms of trade. Alternatively, the results we observe could reflect the effect of the resultant reduction in the domestic interest rate. To fully examine this issue requires re-specifying the model to include the terms of trade and successfully identifying both transitory and permanent terms of trade shocks. This is beyond the scope of the current study. We do, however, examine the role of monetary policy in response to nominal exchange rate shocks in further detail below when we consider alternative policy experiments.

3.2.3 Innovations to the oil price variable

Figure 3c presents the domestic variable responses to a one standard deviation innovation to the oil price index. These responses provide some useful information about the model and its suitability for Australian data. In particular, the response of the price level suggests that the oil price index is not acting as a leading indicator of inflation. Indeed, a positive oil price innovation leads to a fall in the price level, exactly the opposite of what we would expect were it playing this role. This result is not entirely unusual. Bernanke, Gertler and Watson (1997), which examines the effect of oil price shocks on the US economy in a model similar to that here, also finds that, for certain measures of oil prices, oil price shocks lead to a fall in the price level. These authors, whose focus is to model oil price shocks, resolve this by increasing the dimension of their model and using a more complicated measure of oil prices. Zha (1999) also examines this issue and demonstrates that the result is reversed if one treats this variable as exogenous to the system (that is $B(L)$ has a block triangular structure). Finally, the result may reflect the fact that Australia is a net energy exporter with a floating exchange rate. Gruen and Dwyer (1995) argues that, with a floating exchange rate, a favourable terms of trade shock can in some instances be disinflationary. This depends upon the exchange rate appreciating in response to a terms of trade shock which lowers the price of importables. In terms of our results, this suggests that the oil price innovation may be interacting with the nominal exchange rate in such a way as to lead to a fall in the price level. (To
further complicate matters, there is also the response of monetary policy affecting
the results.) Whatever the source of the result, what is important for our current
purposes is whether the oil price variable is acting as a leading indicator of
inflation. The results in Figure 3c, coupled with the forecast error variance
decompositions discussed below, suggest that it is not and one might wish to
consider dropping this variable from the model.

3.2.4 Innovations to the foreign interest rate

Finally, Figure 3d reports the response of domestic variables to a rise in the foreign
interest rate. In this case, the magnitude of the innovation is roughly 0.25 per cent,
similar to the domestic monetary innovation. For output, prices and the domestic
interest rate, we observe responses that are similar to a contraction in domestic
monetary policy. This is generally consistent with KR’s results for the G6
economies.

One should bear in mind, however, that we have a very limited specification of the
external sector. It is almost certainly the case that innovations to the Federal Funds
rate in this model cannot be interpreted as pure innovations to US monetary policy.
Consequently, it would be incorrect to interpret the coincident response of the
domestic monetary policy instrument as the domestic monetary authorities
following US monetary policy. A more reasonable interpretation is that
innovations to $i^*_t$ capture business cycle innovations in the US and possibly the
world economy. From this perspective, the response of domestic policy and
domestic variables seems understandable. This may also explain why the smaller
dimension model here, with a very limited description of the external sector,
requires $i^*_t$ to be included in the domestic interest rate equation. In contrast,
Dungey and Pagan with a larger external sector, need not include $i^*_t$ in the
domestic interest rate equation.23

---

23 Although Dungey and Pagan restrict all direct contemporaneous effects of foreign variables to
be zero in the interest rate equation, external business cycle effects are transmitted indirectly
through domestic expenditure, output and inflation.
3.2.5 Forecast error variance decomposition

We now consider the forecast error variance decomposition for Model 2. In Table 4, we report the proportion of the forecast error variance of each variable accounted for by the innovations to each of the structural equations. Results are reported for forecast horizons 1, 4, 12 and 24 quarters ahead. As well, we report 90 per cent confidence intervals based upon the bootstrap procedure described earlier although, again, we focus discussion on the point estimates.

The contributions of innovations to $i_t$, domestic monetary policy, are of the most interest and here we find results generally in keeping with the literature. Innovations to monetary policy contribute very little to the forecast error variance of output, contributing only approximately five per cent 24 quarters out. In other words, unanticipated changes to domestic monetary policy have very little effect on output. This is similar in magnitude (slightly smaller) to the results reported in the KR study for the G6 countries. It is also similar in magnitude to results reported in Dungey and Pagan which finds that the cash rate contributes between one and three per cent between 12 and 50 quarters out. Our results are also broadly consistent with the general findings from the SVAR literature – innovations to domestic monetary policy have very little effect on output. This is one of the principal conclusions Sims (1998) argues is robust to different model specifications.24

Also consistent with the US literature is the relatively small contribution of monetary policy innovations to the forecast error variance of the monetary policy instrument itself, in this case the interest rate. At most, innovations to $i_t$ contribute roughly 15 per cent to the forecast error variance of $i_t$ (after 24 quarters). In other words, most of the observed variation in monetary policy is endogenous – that is, a systematic response to the state of the economy, much as we would expect. This is similar to findings for US studies and is another conclusion from the SVAR literature that appears to be robust across model specifications (Sims 1998).

24 See also the discussion in Faust (1998).
Table 4: Forecast Error Variance Decomposition

Model 2

<table>
<thead>
<tr>
<th>Innovation Forecast (quarters)</th>
<th>( y_t )</th>
<th>( p_t )</th>
<th>( i_t )</th>
<th>( m_t )</th>
<th>( e_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_t^* )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.02 (0.00 0.24)</td>
<td>0.01 (0.00 0.20)</td>
<td>0.01 (0.00 0.22)</td>
<td>0.00 (0.00 0.18)</td>
<td>0.00 (0.00 0.16)</td>
</tr>
<tr>
<td>4</td>
<td>0.02 (0.01 0.18)</td>
<td>0.04 (0.01 0.22)</td>
<td>0.02 (0.02 0.23)</td>
<td>0.03 (0.00 0.24)</td>
<td>0.00 (0.01 0.15)</td>
</tr>
<tr>
<td>12</td>
<td>0.01 (0.01 0.17)</td>
<td>0.01 (0.01 0.16)</td>
<td>0.02 (0.02 0.19)</td>
<td>0.03 (0.01 0.19)</td>
<td>0.01 (0.01 0.17)</td>
</tr>
<tr>
<td>24</td>
<td>0.01 (0.01 0.16)</td>
<td>0.00 (0.00 0.14)</td>
<td>0.01 (0.02 0.17)</td>
<td>0.02 (0.01 0.16)</td>
<td>0.01 (0.02 0.17)</td>
</tr>
<tr>
<td>( i_t^* )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00 (0.00 0.00)</td>
<td>0.00 (0.00 0.00)</td>
<td>0.13 (0.00 0.36)</td>
<td>0.04 (0.00 0.20)</td>
<td>0.16 (0.02 0.37)</td>
</tr>
<tr>
<td>4</td>
<td>0.04 (0.01 0.19)</td>
<td>0.01 (0.00 0.10)</td>
<td>0.18 (0.03 0.32)</td>
<td>0.08 (0.00 0.21)</td>
<td>0.20 (0.05 0.39)</td>
</tr>
<tr>
<td>12</td>
<td>0.21 (0.05 0.35)</td>
<td>0.01 (0.01 0.15)</td>
<td>0.20 (0.05 0.30)</td>
<td>0.24 (0.03 0.38)</td>
<td>0.13 (0.05 0.28)</td>
</tr>
<tr>
<td>24</td>
<td>0.23 (0.04 0.37)</td>
<td>0.07 (0.01 0.32)</td>
<td>0.20 (0.06 0.30)</td>
<td>0.23 (0.03 0.35)</td>
<td>0.10 (0.05 0.26)</td>
</tr>
<tr>
<td>( y_t )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.98 (0.75 1.00)</td>
<td>0.03 (0.00 0.21)</td>
<td>0.08 (0.00 0.25)</td>
<td>0.09 (0.00 0.31)</td>
<td>0.03 (0.00 0.21)</td>
</tr>
<tr>
<td>4</td>
<td>0.71 (0.36 0.77)</td>
<td>0.01 (0.01 0.18)</td>
<td>0.04 (0.03 0.23)</td>
<td>0.32 (0.09 0.53)</td>
<td>0.04 (0.01 0.21)</td>
</tr>
<tr>
<td>12</td>
<td>0.57 (0.17 0.63)</td>
<td>0.06 (0.03 0.32)</td>
<td>0.05 (0.04 0.33)</td>
<td>0.32 (0.05 0.52)</td>
<td>0.28 (0.07 0.38)</td>
</tr>
<tr>
<td>24</td>
<td>0.53 (0.11 0.60)</td>
<td>0.32 (0.03 0.52)</td>
<td>0.10 (0.06 0.36)</td>
<td>0.45 (0.06 0.58)</td>
<td>0.30 (0.09 0.40)</td>
</tr>
<tr>
<td>( p_t )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00 (0.00 0.00)</td>
<td>0.96 (0.65 0.99)</td>
<td>0.03 (0.00 0.13)</td>
<td>0.00 (0.00 0.09)</td>
<td>0.00 (0.00 0.08)</td>
</tr>
<tr>
<td>4</td>
<td>0.16 (0.02 0.34)</td>
<td>0.82 (0.41 0.83)</td>
<td>0.04 (0.01 0.16)</td>
<td>0.01 (0.01 0.14)</td>
<td>0.10 (0.02 0.28)</td>
</tr>
<tr>
<td>12</td>
<td>0.07 (0.03 0.29)</td>
<td>0.28 (0.11 0.43)</td>
<td>0.08 (0.03 0.26)</td>
<td>0.01 (0.01 0.23)</td>
<td>0.11 (0.05 0.28)</td>
</tr>
<tr>
<td>24</td>
<td>0.06 (0.02 0.34)</td>
<td>0.11 (0.03 0.34)</td>
<td>0.09 (0.04 0.28)</td>
<td>0.01 (0.02 0.29)</td>
<td>0.15 (0.05 0.31)</td>
</tr>
<tr>
<td>( m_t )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00 (0.00 0.00)</td>
<td>0.00 (0.00 0.00)</td>
<td>0.01 (0.00 0.55)</td>
<td>0.64 (0.13 0.88)</td>
<td>0.06 (0.00 0.17)</td>
</tr>
<tr>
<td>4</td>
<td>0.02 (0.00 0.14)</td>
<td>0.00 (0.00 0.14)</td>
<td>0.03 (0.01 0.48)</td>
<td>0.16 (0.03 0.47)</td>
<td>0.03 (0.01 0.14)</td>
</tr>
<tr>
<td>12</td>
<td>0.04 (0.01 0.21)</td>
<td>0.08 (0.01 0.31)</td>
<td>0.16 (0.03 0.38)</td>
<td>0.07 (0.02 0.41)</td>
<td>0.06 (0.02 0.21)</td>
</tr>
<tr>
<td>24</td>
<td>0.02 (0.01 0.24)</td>
<td>0.15 (0.01 0.40)</td>
<td>0.14 (0.03 0.36)</td>
<td>0.04 (0.02 0.37)</td>
<td>0.10 (0.03 0.27)</td>
</tr>
<tr>
<td>( i_t )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00 (0.00 0.10)</td>
<td>0.00 (0.00 0.11)</td>
<td>0.10 (0.00 0.42)</td>
<td>0.03 (0.00 0.24)</td>
<td>0.61 (0.05 0.76)</td>
</tr>
<tr>
<td>4</td>
<td>0.01 (0.01 0.15)</td>
<td>0.01 (0.01 0.21)</td>
<td>0.06 (0.02 0.33)</td>
<td>0.00 (0.01 0.28)</td>
<td>0.57 (0.07 0.60)</td>
</tr>
<tr>
<td>12</td>
<td>0.07 (0.01 0.23)</td>
<td>0.18 (0.02 0.45)</td>
<td>0.09 (0.04 0.30)</td>
<td>0.03 (0.01 0.31)</td>
<td>0.36 (0.07 0.45)</td>
</tr>
<tr>
<td>24</td>
<td>0.06 (0.02 0.25)</td>
<td>0.16 (0.02 0.39)</td>
<td>0.13 (0.04 0.30)</td>
<td>0.03 (0.02 0.29)</td>
<td>0.27 (0.06 0.38)</td>
</tr>
<tr>
<td>( e_t )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00 (0.00 0.00)</td>
<td>0.00 (0.00 0.00)</td>
<td>0.64 (0.00 0.43)</td>
<td>0.19 (0.01 0.75)</td>
<td>0.14 (0.01 0.59)</td>
</tr>
<tr>
<td>4</td>
<td>0.04 (0.01 0.18)</td>
<td>0.11 (0.01 0.28)</td>
<td>0.63 (0.03 0.51)</td>
<td>0.40 (0.05 0.63)</td>
<td>0.06 (0.02 0.42)</td>
</tr>
<tr>
<td>12</td>
<td>0.04 (0.01 0.21)</td>
<td>0.37 (0.04 0.55)</td>
<td>0.41 (0.03 0.44)</td>
<td>0.32 (0.06 0.45)</td>
<td>0.05 (0.04 0.29)</td>
</tr>
<tr>
<td>24</td>
<td>0.09 (0.02 0.27)</td>
<td>0.19 (0.03 0.52)</td>
<td>0.32 (0.03 0.42)</td>
<td>0.22 (0.06 0.39)</td>
<td>0.07 (0.04 0.28)</td>
</tr>
</tbody>
</table>

Notes: Numbers in parentheses are 90 per cent confidence intervals based upon the bootstrap procedure due to Kilian (1998).
Where innovations to $i_t$ do have a larger effect is on the exchange rate. In the short run, 60 per cent of the forecast error variance of $e_t$ is explained by innovations to the domestic interest rate. And the contributions of 27 per cent are still substantial after 24 quarters. This is very similar to the results for Canada and Italy reported in KR while the other countries in the KR study have much smaller contributions. It confirms what we might have suspected – unanticipated movements in the domestic interest rate have substantial effects on the USD/AUD exchange rate.25

The variance decompositions also provide support for our previous concerns that the oil price variable is not particularly useful in the Australian context. Innovations to the oil price variable provide very little contribution to the variation of any of the domestic variables. Kim and Roubini also find little role for the oil price variable in their model for the UK and Canada. They argue that this reflects the fact that both of these countries are oil exporting countries so that changes in oil prices do not have the same effects as for the other countries. In response to this general result, they re-estimate the model for these countries, dropping the oil price variable, and obtain similar results.

The explanation put forward by Kim and Roubini, that this is a feature related to oil exporting countries, is less relevant for Australia since it has not been a consistent net exporter of petroleum products over the sample period.26 Nonetheless, our results suggest that we can also estimate a six-variable model, one that excludes the oil price variable. The estimation results are reported in Table 5. Comparison of these estimates with those of Table 3 shows that the two models are broadly similar so, consistent with KR, we find little change in the

---

25 One might query whether the fact that we can account for the forecast error variance of the nominal exchange rate in this manner suggests that we have a model that is able to forecast the exchange rate well. This is not, however, the case. All we have done is apportioned a large part of the model's forecast error variance to the variance of a particular structural innovation. We have not considered the absolute magnitude of the forecast error itself. Further, our results are based entirely upon within-sample analysis. A natural direction to pursue with the model we present is to consider explicitly its out-of-sample forecasting ability. So, for example, we could query whether our model outperforms a random walk forecast for the nominal exchange rate in out-of-sample experiments, similar to Meese and Rogoff (1993). Recent work by Robertson and Tallman (1999) suggests that examining the out-of-sample forecasting performance is an important concern for these types of models. We leave this for future work.

26 Australia has only been a consistent net exporter of refined petroleum products since 1990, although it has been intermittently so since 1982 (ABARE (1998, pp. 298–305)).
conclusions. (For space considerations we do not present the impulse response functions. These are available upon request.)

This result raises an interesting question, one not addressed by Kim and Roubini. If the oil price variable is not a necessary component of the model for the UK, Canada and (from our results) Australia, why then do we not observe evidence of the price puzzle? Recall that the role of the oil price variable is a leading indicator for inflation to capture forward-looking monetary policy actions. For the Australian data, three variables seem to be performing this role. Inspection of the reduced form equation for the price level reveals that the monetary aggregate, the cash rate and the nominal exchange rate are all useful predictors of the price level to some extent. In particular, the nominal exchange rate predicts the price level six periods ahead. This is consistent with the accepted view in Australia that nominal exchange rate movements feed through to the price level after some time. As noted previously, this is clearly evident in the response of the price level to a nominal exchange rate shock presented in Figure 3. This is not the complete story, however. As we discuss below, the non-recursive structure is also necessary to obtain a model with sensible results.

Finally, we also find support for our argument that the innovations to $i_t^*$ are best interpreted as external business cycle innovations. These innovations account for a substantial proportion of variation in output and the domestic interest rate, much as we would anticipate from a measure of external business cycle shocks. For example, innovations to US GDP and US financial market variables in the Dungey and Pagan study make contributions of a similar magnitude to domestic output. Further, of the countries in the KR study, only Canada, which is closely linked to the US, has a contribution of $i_t^*$ to variation in output of a similar magnitude to that here. This strong relationship between US and Australian business cycles is also consistent with other empirical studies for Australia, see Gruen, Romalis and Chandra (1997) for an overview.
Table 5: Alternative Structural Models

### 6 Variable Model: eliminating the oil price variable

<table>
<thead>
<tr>
<th>$i_t^*$</th>
<th>$y_t$</th>
<th>$p_t$</th>
<th>$m_t$</th>
<th>$i_t$</th>
<th>$e_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{B}_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-0.0890$</td>
<td>1 ($0.0396$)</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>$-0.2239$</td>
<td>$-0.2836$</td>
<td>1</td>
<td>0.5734</td>
<td>0.5734 ($0.3342$)</td>
</tr>
<tr>
<td>-5.4218</td>
<td>0</td>
<td>0</td>
<td>$-0.8474$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(3.5973)</td>
<td>(0.2693)</td>
<td>(0.6940)</td>
<td>(0.3342)</td>
<td>(0.2693)</td>
<td>(0.6940)</td>
</tr>
<tr>
<td>5.4668</td>
<td>$-7.6525$</td>
<td>9.5933</td>
<td>4.1305</td>
<td>$-7.9373$</td>
<td>1</td>
</tr>
</tbody>
</table>

Test for Over-identification Restrictions $\chi^2(3)$ 0.8813 (0.8299)

### 5 Variable Model: eliminating the oil price and domestic monetary aggregate variables

<table>
<thead>
<tr>
<th>$i_t^*$</th>
<th>$y_t$</th>
<th>$p_t$</th>
<th>$i_t$</th>
<th>$e_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{B}_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-0.0757$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(0.1801)</td>
<td>(0.0623)</td>
<td>(0.0412)</td>
<td>(0.0623)</td>
<td>(0.0412)</td>
</tr>
<tr>
<td>$-0.0581$</td>
<td>$-0.0822$</td>
<td>1</td>
<td>0.7091</td>
<td>0.7091 ($1.2436$)</td>
</tr>
<tr>
<td>(0.5313)</td>
<td>(0.0623)</td>
<td>(0.0412)</td>
<td>(0.0623)</td>
<td>(0.0412)</td>
</tr>
<tr>
<td>10.4249</td>
<td>$-3.0775$</td>
<td>1.3609</td>
<td>$-13.3317$</td>
<td>1</td>
</tr>
<tr>
<td>(57.0075)</td>
<td>(12.7131)</td>
<td>(14.5768)</td>
<td>(57.7636)</td>
<td>(57.7636)</td>
</tr>
</tbody>
</table>

Test for Over-identification Restrictions $\chi^2(1)$ 0.4827 (0.4872)

Notes: See Table 2.
3.3 Further Discussion

3.3.1 Alternative policy experiments

The previous section examines the effects of monetary policy by considering the effects of a one-off change in the structural innovations of the domestic interest rate equation. This procedure recognises the systematic component of monetary policy and uses deviations from an average policy reaction function to identify the effects of monetary policy. We can in addition consider other aspects of monetary policy. One possibility is to consider a sustained rather than a one-off change in the policy variable. A second possibility is to consider the role of systematic monetary policy in more detail by comparing the effects of innovations to the economy with and without the estimated response of monetary policy. Sims and Zha (1998a) present both of these types of experiments. Bernanke, Gertler and Watson (1997) consider the latter type, examining the effect of oil price shocks with and without an endogenous monetary policy response.

The simplest means of implementing these types of experiments is to replace the estimated policy reaction function, the interest rate equation, with one that is independent of the other variables of the model. For our purposes, we use a simple random walk model for the nominal interest rate. This means that all non-policy shocks have no effect on the domestic interest rate and one-off policy shocks have a permanent effect on the domestic interest rate.27

Since the model is not re-estimated when the random walk model replaces the policy reaction function, the underlying assumption is that the dynamics of the private sector are unaffected in the face of persistent deviations from the average policy rule. This assumption is susceptible to the Lucas critique. Sims and Zha accept this drawback and proceed. Bernanke, Gertler and Watson refine the procedure somewhat by allowing financial variables to adapt to the

---

27 Using a random walk model for the interest rate is simply a modelling device used here for the simulations. It does not reflect a view that this is a sensible model of the policy interest rate variable. Sims and Zha use a slightly different approach, setting to zero all coefficients in the structural interest rate equation other than those associated with lags of the interest rate itself. Only for the policy shocks does this differ from the approach we use and, even then, by very little. For Bernanke, Gertler and Watson, where the focus is non-policy shocks, the approach is identical to that here.
regime change while the real sector remains unchanged. This approximates the idea that financial market participants more quickly adapt to a change in policy regime relative to the rest of the economy. We follow Sims and Zha and treat the entire private sector in a uniform manner.

These alternative experiments are presented in Figure 4. Figure 4a presents the response of the domestic variables to two different policies: a sustained increase in the domestic interest rate of 0.25 per cent and a one-off innovation to the domestic interest rate of similar magnitude. (The latter experiment is the same as reported in Figures 3a–d and repeated here for comparison. For clarity, standard error bounds are omitted.) The permanent increase in the domestic interest rate has short-run effects similar to the one-off innovation. Output and price fall and the nominal exchange rate appreciates. In the case of the latter, the magnitude of the effect is somewhat larger in the case of the permanent shock; otherwise, the magnitudes are roughly the same. This suggests that over a policy horizon of four to eight quarters, the two policy experiments can be treated as effectively the same, particularly for price and output.

Where the responses of the two experiments differ is in the longer-run. After roughly two years, the permanent change in interest rates is associated with explosive paths for the other domestic variables of the model. We discount these long-run effects, however, as they involve substantial and accumulated deviations from historical behaviour on behalf of the central bank with no corresponding change in behaviour of the private sector.

Gruen, Romalis and Chandra (1997), although quite different in approach, presents results similar to those here. In their study, they find that a permanent increase in the real interest rate affects output significantly after three to four quarters but with the principal effects occurring after five quarters. After three to four quarters, the effect on the level of output in this study is a fall of 0.05 per cent.\(^2\) Interestingly, we also find a decline in the level of output of 0.05 per cent after three quarters in response to a permanent increase in the nominal interest rate. After four quarters, however, our results diverge considerably with our model reporting an effect.

\(^2\) Gruen, Romalis and Chandra consider the effects of a one percentage point rise in the real interest rate. To compare with our results, we scale their results by \(\frac{1}{4}\).
roughly four times as large as Gruen, Romalis and Chandra. At longer horizons our results diverge even further.

To better compare the two models, we can perform the following experiment. From our experiment, where we hold the nominal interest rate constant, we can obtain a path for the real interest rate calculated as the nominal interest rate less the four-quarter-ended log change in the price level. We can use the Gruen, Romalis and Chandra model to forecast the effect on output of this real interest rate path and compare this with that predicted by our model. After three quarters, the effect on the level of output is the same in both models. At longer horizons, the Gruen, Romalis and Chandra model has a much smaller impact on output than our model predicts.29

Figures 4b and 4c present the responses of the domestic variables to one-off innovations to the nominal exchange rate and the Federal Funds rate respectively under two policy scenarios. The first allows domestic monetary policy to respond according to the estimated endogenous policy response and the second restricts the interest rate response to zero.

For the exchange rate innovation, the estimated response of monetary policy is to offset the contractionary effect of the appreciation by lowering domestic interest rates. Relative to the no-response scenario, this has the effect of offsetting further persistent appreciation of the nominal exchange rate and consequent declines in the price level and the level of output. On the whole, it appears that monetary policy has on average stabilised the responses of the exchange rate, real output and the price level to exchange rate innovations.

---

29 These results are available from the authors on request.
Figure 4a: Alternative Policy Experiment
Response of domestic variables to a rise in the cash rate of 25 basis points

Notes: These graphs show point estimates of the responses of domestic variables over the following 24 quarters to changes in the cash rate of two types. The grey line shows responses to a sustained 25 basis point rise in the cash rate. The black line shows the responses to the standard VAR experiment where there is a 25 basis point rise in quarter 1, after which the cash rate responds endogenously to the system. All variables are in logarithms except for the interest rate which is in percentage terms. Variables are $y$, domestic output, $p$, the underlying consumer price index, $m$, the monetary aggregate M1, $i$, the domestic cash rate and $e$ the USD/AUD exchange rate.
Notes: These graphs show point estimates of the responses of domestic variables over the following 24 quarters to a one per cent increase in the exchange rate. The grey line shows the responses of the variables when monetary policy does not respond endogenously to the system and the black line shows the responses when it does. All variables are in logarithms except for the interest rate which is in percentage terms. Variables are $y$, domestic output, $p$, the underlying consumer price index, $m$, the monetary aggregate M1, $i$, the domestic cash rate and $e$ the USD/AUD exchange rate.
Figure 4c: Alternative Policy Experiment

Response of domestic variables to a rise in the Federal Funds rate of approximately 25 basis points

Notes: These graphs show point estimates of the responses of domestic variables over the following 24 quarters to a 27 basis point increase in the Federal Funds rate. The grey line shows the responses of the variables when monetary policy does not respond endogenously to the system and the black line shows the responses when it does. All variables are in logarithms except for the interest rate which is in percentage terms. Variables are \( y \), domestic output, \( p \), the underlying consumer price index, \( m \), the monetary aggregate M1, \( i \), the domestic cash rate and \( e \) the USD/AUD exchange rate.
For the Federal Funds rate innovation, roughly a 25 basis point rise, the estimated response of the domestic interest rate is a similar increase maintained over roughly the following eight quarters. Without this response, we observe a persistent and growing depreciation of the nominal exchange rate associated with an explosive increase in the price level and the level of real output. For reasons discussed previously, we probably wish to consider the relative effects over the short-run, discounting the longer-run effects. Over a horizon of four to eight quarters, what we observe is monetary policy offsetting the exchange rate depreciation induced by the Federal Funds rate rise. The explanation for this is either a direct desire to maintain stability of the exchange rate or to offset the subsequent effects on the price level, which occur after 8 to 12 quarters. The final outcome is for monetary policy to completely dampen the price level effect with some resultant fall in output.

Both these sets of results, the responses to exchange rate and foreign interest rate innovations, should be interpreted with some care. Innovations to the exchange rate and the Federal Funds rate are not fully identified within the model. In the case of the former, innovations may comprise terms of trade innovations or other external shocks which have an inflationary effect and, in our model, manifest themselves as exchange rate innovations. In the case of the US Federal Funds rate, innovations in this variable will capture movements in US monetary policy, US inflation and output shocks and possibly global business cycle shocks. These shocks, in our model, have an inflationary effect on the Australian economy and the Reserve Bank has, on average, moved against these shocks. Because of the model’s limited external sector and the difficulty in identifying the nature of external shocks, we view these results as preliminary indicating that there is potential information in these types of experiments. A model sharing the basic features of the KR structure with a more fully developed external sector is likely to provide useful information about the role of monetary policy in Australia.

3.3.2 Stability

An important drawback of using monetary SVAR models to identify monetary policy is the need to treat the monetary policy reaction function, in our model the domestic interest rate equation, as a time invariant linear structure over the whole of the sample period under consideration. Rudebusch (1998a, 1998b) argues that
this is an important weakness of many US studies and, given the data requirements of VAR studies, a weakness of the method in general. Recently, Bagliano and Favero (1997) document more completely the temporal instability of standard benchmark SVAR models for the US, finding strong evidence of instability for models estimated across policy regimes.\(^{30}\)

The model we present above is estimated over the period 1980–1998, chosen to provide a reasonable number of observations while at the same time limiting the amount of structural change within the sample period. Nonetheless, the operation of monetary policy has undergone changes in this period and implicitly we have assumed that the model is robust to these changes. To examine this issue, we consider the stability of the model across two sub-samples, separated in mid 1993. This date can plausibly be regarded as the start of an explicit inflation-targeting regime for monetary policy.\(^{31}\) While other important changes have occurred over the sample period, both to the structure of the Australian economy and the operation and objectives of monetary policy, the focus on the move to an explicit inflation target is clearly an important one. The usefulness of the model for current policy analysis depends to a large extent on it being a stable representation of the economy during the current policy regime.

Because we focus on structural change quite late in the sample, we do not have sufficient degrees of freedom to estimate the model over the two associated sub-samples. Consequently, we employ a procedure due to Chow (1960), outlined in Davidson and Mackinnon (1993), which allows us to consider break points without re-estimating over sub-samples.\(^{32}\) The tests for structural break in mid 1993 are performed for each equation of the reduced form VAR model and are reported in Table 1. We perform the test on the reduced form since evidence of

---

\(^{30}\) Most studies do take care to consider sample periods which are regarded as providing relatively stable and uniform monetary policy behaviour. Bernanke and Mihov (1995) is a good example. Nonetheless, the demands of VAR models make this difficult in many instances.

\(^{31}\) Stevens (1999) cites a speech by the then Governor, Bernie Fraser, given in March 1993 (Fraser 1993) as the earliest statement of an explicit inflation target for the Reserve Bank. A number of other dates around this time could alternatively have been used.

\(^{32}\) Since the procedure suggested by Chow assumes a constant variance across the two sub-samples in question, which is unnecessarily restrictive, we follow Mackinnon (1989) and use a heteroskedasticity-robust variant of Chow's alternative procedure (Davidson and Mackinnon 1993, pp. 399–402).
parameter instability in these equations must carry over into the structural model. From Table 1, we observe evidence of parameter instability in three equations: those for the foreign interest rate, the domestic interest rate and the monetary aggregate. At one level, this is further evidence of the difficulties of modelling monetary variables, in particular monetary aggregates. More importantly for our purposes, these results imply that the monetary policy reaction function we specify is not robust to the change in monetary policy regime. While not too surprising, this is an important issue that subsequent research must deal with.

Although the stability tests indicate a problem with the specification of the model, it is difficult to know how important this is in economic terms since it is not possible to estimate a model with any confidence over the 1993–1998 period. Even with sufficient degrees of freedom, say using monthly data, there is still the issue that we observe less than one business cycle over the period. One limited means of further examining the instability is to re-estimate the model using subsets of the sample. Figure 5 reports the response of key domestic variables, output, price level, interest rate and exchange rate, to a monetary policy innovation. In terms of model specification, these responses are an important means of judging the structural model. Each figure shows three responses of a particular variable to an interest rate innovation. The three responses arise from three different sample periods all starting in 1980:Q1 but ending in 1996:Q4, 1997: Q4, and 1998:Q4 respectively.

The broad features of the response of output appear to be relatively robust to these different sample periods, especially over the first couple of years, although it is only for the full sample that we observe output return to its original level. Similarly, the qualitative response of the nominal exchange rate appears to be

---

33 For Australia, see de Brouwer, Ng and Subbaraman (1993).
Figure 5: Response of Domestic Variables to a One Standard Deviation Rise in the Cash Rate for Various Sample Periods

Notes: These graphs show point estimates for three different samples of the responses of domestic variables over the following 24 quarters to a one standard deviation rise in the cash rate in quarter 1. After the initial one standard deviation increase, the cash rate responds endogenously to the system. All variables are in logarithms except for the interest rate which is in percentage terms. Variables are $y$, domestic output, $p$, the underlying consumer price index, $i$, the domestic cash rate and $e$ the USD/AUD exchange rate.
robust to these different sample periods. The responses of the interest rate and price level, however, are more troubling. In the case of the former, the endogenous response of the interest rate to the state of the economy seems to be dependent upon the sample period. This supports the previous reduced form evidence that the interest rate equation is unstable. In the case of the price level, we have the most worrying result. The resolution of the price puzzle is not robust to different sample periods.

Clearly, instability is a problem with the model and this qualifies our conclusions. Nonetheless, we argue that the model still provides us with useful information, both about the effects of monetary policy and potential problems with these sorts of models. With respect to the former, despite the evidence of instability, our results are consistent with other studies in the literature, including Dungey and Pagan’s study for Australia, and are broadly consistent with economic intuition. This suggests that we may be capturing important features of the Australian data. For the latter, the evidence we present here suggests that future work will need to address this instability directly.

3.3.3 Alternative specifications

On the basis of a number of issues raised in the above results it is useful to summarise briefly a number of alternative specifications to Model 2. Specifically, we consider the importance of the non-recursive structure and whether oil prices and money are needed in the model. We also consider including the foreign interest rate contemporaneously in the equations for the domestic variables in recognition of the fact that it is likely to reflect a range of external shocks other than just foreign monetary policy shocks.

First, if we estimate a recursive structural VAR model using the variables of the KR model, then we observe evidence of the price puzzle – a rise in the price level in response to a contractionary monetary policy innovation. It appears then that the non-recursive structure, that is the interdependence of the domestic monetary aggregate, interest rate and exchange rate, is an important structural feature of the model. This is consistent with arguments put forward by Kim and Roubini for the countries they consider as well as arguments presented in Cushman and Zha (1997). It is, however, a somewhat puzzling result since there is no obvious
intuitive reason why this feature of the model resolves the price puzzle. This contrasts with the results for US studies where the role of a leading indicator of inflation can be readily explained (Sims 1992). This aspect of the model is somewhat troubling and merits further investigation.

As we discuss above, estimation results are broadly similar whether oil prices are included in the model or not; this variable does not perform any role as a predictor of inflation in terms of forward-looking monetary policy. The non-recursive structure and the other variables of the model, in particular the cash rate and exchange rate, appear to be sufficient. We also estimate a model where oil prices and money are both excluded. The model is identified in the same manner as Model 2. The results suggest that money is not playing an important role in the model either. The results are broadly consistent with Model 2 and they provide yet one more piece of evidence that one can abstract from movements in monetary aggregates when examining the effects of monetary policy. This is the strategy pursued by de Brouwer and O’Regan (1997) and by Dungey and Pagan (1998) and has the desirable feature of avoiding problems with instability in money demand.

Finally, previous discussions have emphasised the importance of including the Federal Funds rate in the domestic interest rate equation and, further, that external business cycle effects are reflected in movements of this variable. In this context, it seems sensible to include the contemporaneous foreign interest rate in the output and price equations as well. Doing so yields results similar to those from Model 2.

A simple means of summarising these alternative specifications is to provide the smallest dimensioned and least restrictive model that provides conclusions similar to Model 2:

$$B_0 x_t = \begin{bmatrix} 1 \\ -b_{21}^0 & 1 \\ -b_{31}^0 & -b_{32}^0 & 1 \\ -b_{41}^0 & 0 & 0 & 1 & -b_{45}^0 \\ -b_{51}^0 & -b_{52}^0 & -b_{53}^0 & -b_{54}^0 & 1 \end{bmatrix} \begin{bmatrix} i_t^* \\ y_t \\ p_t \\ i_t \\ e_t \end{bmatrix}$$ (9)
For completeness, the estimate of $B_0$ for this model is presented in Table 5. Inspection of this matrix indicates that it captures the same contemporaneous relationships between the variables as Model 2.

4. Conclusion

Beginning with Sims (1980), small structural vector autoregression models have become an increasingly popular means of modelling monetary policy. Specifying a structural vector autoregression model suitable for analysing monetary policy in Australia, however, has proved to be a difficult task, as it has for other small open economies. Typically, these types of models predict behaviour that is inconsistent with economic intuition. Most notably, they predict a rise in the rate of inflation and a depreciation of the nominal exchange rate in response to a rise in the policy interest rate. The accepted explanation for these results is that the systematic component of monetary policy has been inadequately modelled. As yet, however, there is no consensus on the best way to resolve these problems.

Faced with these difficulties, we estimate a small dimensioned structural vector autoregression model that has been successfully applied to a number of economies by Kim and Roubini (1999). We find that the Kim and Roubini model, amended slightly, provides a reasonable empirical description of important features of the Australian macroeconomy. Most importantly, the qualitative responses of the price level and the exchange rate to a change in monetary policy are consistent with intuition. Further, in response to changes to monetary policy, we observe changes to output and prices, the magnitude and timing of which are consistent with other empirical work, both for Australia and for other countries. Finally, the model also provides sensible predictions for the effects on Australian output and the price level of external interest rate and exchange rate shocks.

We also use the model to consider the response of monetary policy to either external business cycle shocks or nominal exchange rate shocks. We do so by comparing the response of the macroeconomy with and without the estimated endogenous response of monetary policy to either of these shocks. The model suggests that monetary policy has served to dampen the effects of external business cycle shocks. For the exchange rate shocks, the results indicate that monetary
policy has dampened the subsequent effects on the nominal exchange rate of the initial shock.

In terms of specifying a model that provides reasonable predictions, we find two features of the model to be important. First, the monetary policy reaction function, the systematic component of monetary policy, needs to be specified so that policy responds contemporaneously to external business cycle effects. Second, we require a structure that models the strong interdependence of the domestic interest rate and nominal exchange rate. Both of these features seem critical to obtaining price and exchange rate responses to monetary policy that accord with economic intuition. The latter feature, however, poses some difficult estimation problems that we do not fully resolve; it is likely that our estimates of this relationship are not very robust and further work in this direction is still required. A further weakness of the model that we document is parameter instability. A natural extension of the work here is to determine whether the instability we observe can be adequately modelled.
Appendix A: Data

All data are quarterly and the sample period is 1980:Q1–1998:Q4. All variables other than interest rates are in logs. All series are quarterly averages other than domestic output and prices. Seasonally adjusted series are denoted by sa.

Oil prices ($o^*$)

*Definition*: World price of oil in US dollars.

*Units*: Market average spot price of crude petroleum in USD/Barrel.

*Source*: West Texas Intermediate price back to July 1981. Prior to 1981, series spliced onto price from IFS on Datastream, Code – WDI76AAZA. This series is a monthly average.

Federal Funds rate ($i^*$)

*Definition*: Nominal US Federal Funds rate.

*Units*: Annual interest rate (not in percentage terms).


Australian GDP ($y$)

*Definition*: Real GDP (chain-linked).

*Units*: $m$ (sa).

*Source*: National Income, Expenditure and Product, ABS Cat. No. 5206.0, Table 5.

Underlying consumer price index ($p$)

*Definition*: Treasury underlying consumer price index.

*Units*: 1989/90 = 100.
Source: *Consumer Price Index*, ABS Cat. No. 6401.0, Table 11. NB. This series is not seasonally adjusted but has little or no seasonal component.

**M1(m)**

Definition: This series is M1B seasonally adjusted and break adjusted from August 1984 onwards. The monthly growth rate in sa and non-ba M1B is used to take this series back to 1980. This is possible because there were no breaks in the series before June 1985. M1 is defined as currency and current deposits with trading banks. In 1975, however, the distinction between tradings and savings banks disappeared so that M1 was no longer measurable and M1B became currency and current deposits with all banks.

Units: $m (sa, break adjusted).

Source: Reserve Bank of Australia.

**Official cash rate (i)**

Definition: Nominal official cash rate until 1996:Q2, nominal unofficial cash rate from then on.

Units: Annual interest rate (not in percentage terms).

Source: Reserve Bank of Australia.

**Exchange rate (e)**

Definition: USD/AUD nominal exchange rate.

Units: Foreign currency price of a unit of domestic currency.

Source: Reserve Bank of Australia *Bulletin*, Table F9.
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