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John Simon

Twenty-five years ago the Governor of the Reserve Bank of Australia (RBA), Bernie Fraser, gave a speech declaring that ‘My own view is that if the rate of inflation in underlying terms could be held to an average of 2 to 3 per cent over a period of years, that would be a good outcome’ (Fraser 1993, p 2). While this did not mark the formal adoption of inflation targeting in Australia – that would take a few more years – it is as good a point as any to mark the de facto beginning of inflation targeting in Australia.

In the 25 years since, many things have changed. Where recession, high inflation and high unemployment were once common, there has not been a recession in Australia since the start of inflation targeting, inflation has fallen from around 8 per cent to an average of 2–3 per cent and unemployment has fallen from over 10 per cent to average closer to 5 per cent. But, despite these significant macroeconomic improvements, the global financial crisis (GFC) has challenged the practice of central banking.

Around the world, questions are being asked about whether the flexible inflation-targeting framework used by many central banks is the most appropriate framework given the experience of the crisis. Thus, it is a good time to consider whether the inflation-targeting framework that has served Australia so well over the past 25 years is well adapted to the next 25 years.

Reflecting this context, the title of this conference, ‘Central Bank Frameworks: Evolution or Revolution?,’ implicitly asks whether the current framework needs to change and, if so, how dramatically. However, while many people think about evolution as a slow process that proceeds gradually and revolution as one that proceeds quickly, the rate of evolutionary change is not necessarily always constant or slow. Within the field of evolutionary biology there are two broad characterisations of the process of evolution: phyletic gradualism, which is most similar to the popular view of evolution as a slow and gradual process, and punctuated equilibria that emphasises the alternation of periods of rapid change with long periods of stasis. The distinction with revolution is not so much the speed of change as the fact that what emerges from evolution is still recognisably similar, while revolution leads to something distinctly different from that which went before.

When thinking about the practice of central banking it seems, at a distance at least, to be characterised by both revolution and punctuated equilibria. There are typically long periods of stability interspersed with relatively rapid change. For example, the gold standard and Bretton Woods systems prevailed for long periods of time before being replaced by very
different arrangements. Furthermore, just as evolutionary change is a response to external pressures, so we can also think about the evolution of central bank frameworks. The external pressures on central banking have ebbed and flowed over the years. When those pressures are large, such as around the late 1960s and early 1970s, the frameworks have evolved rapidly. When those pressures are more benign, such as during the Great Moderation, evolution has been slower.

A question this conference is particularly focused on is whether the pressures on inflation targeting over recent years are such that rapid evolution of, or even a revolution in, the monetary policy framework is necessary or whether the current framework is well adapted to the current post-GFC environment.

To answer these questions, the conference was organised in three sections. The first looked at the experiences of New Zealand, Canada and Australia. An important focus of this section was how the various regimes had evolved over the course of the twenty-something years they had been in operation. By understanding what has happened so far, we should be better placed to think about the way things might change in the future. The second section looked at changes in financial markets and the macroeconomy since the introduction of inflation targeting in Australia. By establishing what changes have occurred in the economy, it also provides pointers to ways the inflation-targeting regime might have to adapt. The third section then considered alternatives to the current arrangements. If the framework was going to change, how should it change? The conference concluded with a panel discussion that synthesised the various papers and reflected on what had been learnt over the course of the two days.

The three papers in the first session, looking at the experiences of New Zealand, Canada and Australia, highlight both how inflation targeting has evolved since it was first adopted by New Zealand in 1990 and the differences between the three inflation-targeting regimes. Inflation targeting is not an unchanging framework exactly replicated across countries, but rather a framework that has been adapted to the various country-specific institutional environments it has been used in. An example, perhaps, of niche evolution. For example, while initial formulations of inflation targeting were relatively strict, the dominant form today is ‘flexible inflation targeting’ that places greater emphasis on unemployment or output stabilisation.

The paper on New Zealand by John McDermott and Rebecca Williams highlights that New Zealand’s initial choice of a relatively strict inflation-targeting regime grew out of the need to establish the Reserve Bank of New Zealand’s (RBNZ’s) institutional credibility. It also seems likely that, as the first central bank to adopt inflation targeting, there may have been a broader need to establish the credibility of the regime itself. The framework was designed with four pillars, or stakes, chosen to support the growth of the newly planted regime: operational independence; transparency; a single objective; and a single decision-maker. They note that there have been some changes to the single objective. From a relatively strict objective it has evolved into a more flexible objective and the particular numerical target has also changed over time. In particular, they note that the government of the day has
frequently led these changes. That is also true about the most recently announced changes to the RBNZ’s framework – replacing the single objective with a dual mandate, adding unemployment to the inflation mandate, and replacing the single decision-maker with a monetary policy committee. Notwithstanding the evolution of the regime, it has delivered low and stable inflation in New Zealand.

The paper on Canada by Thomas J Carter, Rhys Mendes and Lawrence L Schembri emphasises three factors that are seen as central to the success of the Canadian regime: a simple, readily understood specification of the inflation target; the recognition that the government shares the duty of achieving the target and should set non-monetary policies in a way that is coherent with the achievement of the target; and, finally, the regular review of the regime, which has occurred every five years since 2001. As with New Zealand, the regime delivered low and stable inflation. The authors also note that the strength of the regime was demonstrated throughout the GFC. In particular, they emphasise the importance of the joint responsibility for macroeconomic outcomes shared by the central bank and the government – supportive macroprudential policies freed the central bank to focus on macroeconomic risks.

Finally, in the first session, Guy Debelle reflects on Australia’s experience. He emphasises the relative stability of the regime and evolutionary nature of Australia’s experience. In particular, the Reserve Bank of Australia’s mandate has been unchanged since it was first enacted in 1959. The evolution has occurred through the broader policy framework and the way that the mandate has been interpreted and operationalised. Of note, the inflation-targeting regime has been a flexible inflation-targeting regime from the start, in part reflecting the mandate of the RBA, which includes the maintenance of full employment, the stability of the currency, and the welfare of the people of Australia. Debelle also emphasises the fact that, as the regime has evolved, the communication of the RBA has had to evolve along with it. He notes that communication has played an increasingly important role in the operation of the regime given the centrality of inflation expectations to a flexible inflation-targeting regime.

The second session of the conference contained two papers that served as a bridge between the primarily backward-looking first session and the forward-looking third session. The first, by Anthony Brassil, Jon Cheshire and Joseph Muscatello, looked at the transmission of monetary policy through bank balance sheets and how that might have changed during the inflation-targeting period. The second, by Luke Hartigan and James Morley, looked at how the transmission of monetary policy through the macroeconomy might have changed as a result of the adoption of inflation targeting. These papers draw out the way the economic environment has changed since the introduction of inflation targeting. As such, they offer some pointers to ways the inflation-targeting framework might have to evolve.

Brassil, Cheshire and Muscatello consider the way the RBA’s policy rate is transmitted to the interest rates Australians pay on their mortgages and receive on their deposits. They document a number of interesting findings, including the fact that, following a reduction in the cash rate, the increase in the relative cost of deposit funding is broadly offset by a reduction in expected loan losses. Their main finding is that, while cash rate changes between 2003 and 2012 were fully passed through to the major banks’ lending and deposit
rates (in aggregate), pass-through since 2012 has fallen to around 90 per cent as the major banks’ return on equity has not fallen with the cash rate. They further highlight the increasing importance of low- or no-interest deposits in bank balance sheets – as interest rates fall these accounts become relatively more expensive, and their share of banks’ funding increases at low rates. This points to the possibility that the ‘zero lower bound’ may be a more important consideration for monetary policy frameworks than was the case when inflation targeting was first being developed.

Hartigan and Morley use a factor model of the Australian economy to capture information from a wide range of economic indicators and distil it into a useable form. Having done this, they find that inflation targeting has been associated with a substantial reduction in the common components of economic volatility with little change in the idiosyncratic elements. This finding is highly suggestive that inflation targeting has been particularly successful at stabilising the economy. Importantly, they find that this stabilisation applies not only to nominal aspects of the economy, that one might expect to have been most affected by inflation targeting, but also the real aspects. A second implication of their results, however, is that it is much harder to measure the common component of economic activity (because the idiosyncratic elements are now relatively larger) and so policymakers need to look at a much wider range of indicators in order to correctly judge the state of the economy. A corollary seems to be that communication will be more difficult in this environment because there may be no single indicator policymakers can point to when explaining the reasons for their actions.

The third section of the conference contained three papers. The first, by Warwick J McKibbin and Augustus J Panton, considers whether there might be better frameworks than inflation targeting and proposes nominal income targeting as a superior framework. The second, by Ben Broadbent, considers the relationship between monetary policy and macroprudential policy and whether the experience of the GFC argues for a closer relationship between the regulators. The final paper, by David Archer and Andrew T Levin, considers the appropriate decision-making body for a central bank and, in particular, how a monetary policy committee should be structured.

McKibbin and Panton review a range of alternative monetary policy regimes and compare them with key criteria for a monetary regime. They ask such questions as: How well does the regime handle shocks? Can the target be credibly measured and understood? How transparent is the regime when exceptions are needed? Are prices expectations anchored by the regime? After considering how well each of the alternatives do on these criteria, they suggest that nominal income targeting would be a good regime and one that is superior to the current flexible inflation-targeting framework. An important reason for their conclusion is that, while inflation targeting deals with demand shocks well, it is less well suited to dealing with supply shocks; nominal income targeting, on the other hand, can handle supply shocks better.

Ben Broadbent considers whether macroprudential policy should be conducted jointly with monetary policy, and whether it should be done within the same institution, or
separately. He makes the argument that full integration of the two policies could compromise accountability. In particular, he notes that the nature of the objectives of monetary policy and macroprudential policy are quite different. While monetary objectives are clear and verifiable, macroprudential objectives are multiple, opaque and hard to verify. If both these kinds of objectives are merged, there will be an inevitable problem as the clear and verifiable objectives crowd out the opaque objectives. He also notes that the benefits from formal coordination are overstated and, at least in open economies with floating exchange rates, financial stability depends much more on prudential policy than on monetary policy.

Archer and Levin focus on developing a set of robust design principles for monetary policy committees that mitigate the risk of political interference and groupthink. They argue that independence from political interference rests not on statutory independence but on public confidence and the legitimacy of the institution. As such, transparency and public accountability are important to the extent that they support the legitimacy and, thus, independence of the institution. To guard against groupthink they argue that the monetary policy committee should be made up of a diverse group of experts who are individually accountable for their policy decisions.

The conference closed with a panel discussion moderated by Jessica Irvine. The panellists were Philip Lowe, Adam Posen and Sayuri Shirai. The discussion served to draw the various threads of the conference together. In summarising the areas of agreement at the conference, one panellist suggested that participants generally agreed that: regimes matter, flexibility is important, transparency is important, committees bring benefits to the decision-making process and inflation-targeting regimes have enjoyed wide political support. In thinking about Australia’s experience, it was felt that Australia’s inflation-targeting framework had worked well for the past 25 years and an important part of that was the flexibility it had built in from the start. Looking forward, the discussion considered whether the shocks Australia is likely to face in the future might be different to the shocks it has faced in the past and, if so, there was a possibility that the inflation-targeting regime might have to evolve further. Nonetheless, while it was generally agreed that it was good to consider alternatives to the current regime, and to do so from a position of strength before problems emerged, there was no obvious need for change.

This conference volume collects together the papers presented at the conference, the discussants’ comments and a summary of the general discussion that followed each presentation. As the conference is run under the Chatham House Rule, individual participants are not identified in the general discussions.
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1. Introduction

It is a pleasure to discuss an issue that is especially pertinent to the Reserve Bank of New Zealand (RBNZ) at present – the evolution of central bank frameworks. As many of you will be aware, the New Zealand Government is in the process of changing our monetary policy framework to add employment to our existing mandate of price stability and formalise a decision-making structure based on a committee. This would bring us closer to a framework like the one here in Australia and in the United States.

This paper is in a session titled ‘Twenty-something Years of Inflation Targeting’, but in New Zealand it has actually been closer to thirty. The Reserve Bank of New Zealand Act 1989 (RBNZ Act) came into effect in February 1990, making New Zealand the first country to formally adopt inflation targeting as we now know it.

New Zealand’s experience has been one of evolution. As the RBNZ established its credibility – by which I mean it became clear that we could and would meet our price stability objective – we were able to develop a more flexible approach to inflation targeting, consistent with the literature and with developments in other inflation-targeting countries.

We are about to enter the next stage of that evolution. I believe this next step is indeed an evolution, which builds on the flexible approach we have been taking for some time, rather than a revolution. That said, it is still too early to determine precisely what effect the new framework will have on the implementation of monetary policy. The New Zealand framework has changed significantly over 30 years, reflecting lessons learned and the changing economic and political environment. And it is likely to continue to evolve as we are faced with new developments.

You may be very familiar with our tale and want me to cut to the chase – our move towards a dual mandate and formalised committee – but before I touch on where we are going, I want to provide you with some context: where we started, and where we have been.
2. The Origins of Inflation Targeting: A Need for Credibility

As I have noted, inflation targeting as we now know it was pioneered in New Zealand. Other countries had been pursuing disinflationary monetary policy since the late 1970s and, by the early 1980s, most Organisation for Economic Co-operation and Development (OECD) countries were announcing some form of money or credit target in an attempt to convince the public and markets that they were taking the challenge of controlling inflation seriously (Reddell 1999). But the focus internationally was on these 'intermediate' targets – the quantity of money or credit – rather than inflation itself. Intermediate targets were thought to be informative for monetary policy as they were susceptible to a degree of central bank control. The extent to which intermediate targets were connected to the objective of price stability was, however, subject to debate (e.g. Friedman 1984, 1990).

In the 1970s and 1980s, New Zealand had a very poor track record of price stability. Annual consumer price index (CPI) inflation had been around 10 to 15 per cent since the early 1970s (Figure 1), and was considerably higher than inflation in our main trading partners. A key driver of high inflation in New Zealand over this period was government spending, accommodated by generally loose monetary policy (Grimes 1996). There had been episodes of tight monetary policy over this period. But successive governments had been unwilling to face the short-term costs to output and employment that disinflation brought with it, and had quickly reversed course and loosened policy.3

Bringing high inflation under control was a key priority for the Labour Government that came into power in New Zealand in July 1984.4 In 1986, the then Minister of Finance, Roger Douglas, invited officials to explore options for reforming the monetary policy framework, aiming to reduce the scope for political influence that had seen past attempts to control inflation fail so badly.

1 Bernanke et al (1999) provide a widely cited definition of inflation targeting.
2 Italy, Greece and Portugal all published single-year targets for inflation at times during the early 1980s, and Sweden briefly operated a form of price level targeting in the 1930s. However, none of these provided a complete, sustained structure for inflation targeting of the kind now understood by the term. In the 1970s and 1980s, West Germany conducted monetary policy in a framework that closely resembled inflation targeting, although it was officially designated as money targeting (Bernanke and Mihov 1997). In addition, in 1995 the Bundesbank itself drew a distinction between its approach and inflation targeting, arguing at the time that inflation targeting was the inferior approach.
3 Nelson (2005) provides detailed discussion of another factor that contributed to New Zealand’s poor inflation performance before 1984, namely that there remained a view at the government level that high inflation was predominantly generated by cost-push factors (such as wage bargaining) rather than monetary or demand factors. This belief eventually led the Muldoon Government to impose a wage price freeze in 1982 in an attempt to control inflation directly.
4 Then RBNZ Governor Spencer Russell (1984) discussed the new government’s commitment to bring inflation under control:

We have had periods of tight monetary policy in the past. But by backing off at the eleventh hour, money and credit growth rates have been allowed to expand excessively again and the benefits from the temporary period of tightness have been lost. The Government has made it clear this will not be the case again.
The framework that evolved over the next four years was the culmination of various strands of economic thought and the principles that were underpinning the wider reform of New Zealand’s public sector at the time. At its core, the framework that emerged provided the RBNZ with a means to credibly commit to bringing inflation down and keeping it there. And why does credibility matter? If policymakers are able to convince firms and workers that they will set policy to achieve the inflation target, this anchoring of inflation expectations makes it more likely that prices and wages will be set in a manner consistent with the target, even in the face of shocks to the economy. This naturally makes the target itself easier to achieve.

Picture the New Zealand inflation-targeting framework as a newly planted tree. In the 1970s and 1980s, several seedlings of low inflation had been planted, but none took hold. The ground conditions – a highly regulated financial market and economy – were not conducive to growth, and the winds of politics kept blowing the seeds of low inflation away before they had a chance to flourish.

By the mid 1980s, ground conditions were much improved. New Zealand had gone through a dramatic period of financial market reform in the nine months between July 1984 and March 1985. The float of the New Zealand dollar and the commitment of the government to fund the fiscal deficit via issuance of public debt to the private sector freed up the RBNZ to pursue domestic monetary policy (Kamber, Karagedikli and Smith 2015). To ensure that...

---


6 Don Brash, who was the first Governor of the inflation-targeting era, once said of the origins of inflation targeting in New Zealand ‘I will simply note that history can be surprisingly confusing, even for those who were there’ (Brash 1998, p 222).
inflation targeting could establish credibility and take hold, four highly related aspects of the framework were provided as stakes in the ground to support the new sapling. These stakes were: operational independence; transparency; the single objective of price stability; and the Governor as sole decision-maker, which I will now discuss in turn.

2.1 Operational independence (RBNZ Act, Section 13)

The RBNZ Act provided the RBNZ with its operational independence and its monetary policy objective. It was heavily influenced by the literature on the time inconsistency of monetary policy and the experience during the 1970s and 1980s, in which successive governments had been unwilling to endure the short-term effects of disinflation for the longer-term gains of price stability. The specific monetary policy target of the RBNZ Act was to be publicly agreed upon in a Policy Targets Agreement (PTA) between the Minister of Finance and the Governor of the RBNZ. Prior to the late 1980s, RBNZ independence had been non-existent: the 1973 Amendment to the 1964 RBNZ Act had stated that the RBNZ was to ‘give effect to the monetary policy of the Government’. The RBNZ Act contributed to the RBNZ’s credibility by making it clear that its objective was no longer subject to concerns or incentives related to the electoral cycle.

2.2 Transparency (RBNZ Act, Section 15)

Monetary policy operates with significant lags and in an inherently uncertain environment. It, therefore, naturally requires a great deal of judgement and discretion. To ensure that operational independence was used appropriately, the RBNZ Act also specified a high degree of transparency in how the RBNZ formulated policy. The RBNZ Act requires the RBNZ to publish regular statements on its monetary policy decisions and for these to be laid before Parliament. The Governor’s deliberations were also to be monitored and assessed by a board consisting of members appointed by the Minister of Finance.

2.3 Single objective (RBNZ Act, Section 8)

Providing the RBNZ with one objective, rather than a list of objectives – production, trade, full employment and price stability – as had been the case previously, made it more likely that the RBNZ could actually achieve its mandate and, thus, contributed to the credibility

---

7 It is worth noting that the RBNZ Act does not specify that there must be targets for inflation itself. The RBNZ Act specifies only ‘policy targets for the carrying out by the Bank of its [price stability objective],’ which leaves open the possibility of specifying targets such as nominal gross domestic product consistent with medium-term price stability.

8 Except as otherwise provided for in the RBNZ Act, Section 12 allows for the Bank to be directed by the Governor-General to implement policy for a different economic objective than the one in Section 8, by Order in Council on the advice of the Minister. This section was included primarily for use in times of emergency (such as wartime) and has never been used. Any temporary redirection of policy would be well publicised since Orders in Council must be published in the *New Zealand Gazette*. The RBNZ Act can be accessed at <http://www.legislation.govt.nz/act/public/1989/0157/latest/DLM199364.html>.

9 The time-inconsistency problem is that authorities have an incentive to promise low inflation in the future, but then renege in order to boost activity (to obtain more votes, for example). As firms and households begin to anticipate this behaviour, their expectations of inflation increase and so they set prices and demand wages accordingly. The economy then ends up in a worse position with higher inflation and (potentially) higher unemployment (e.g. Barro and Gordon 1983).

10 Graham and Smith (2012) provide a history of RBNZ independence.
of that objective. The RBNZ Act states ‘The primary function of the [RBNZ] is to formulate and implement monetary policy directed to the economic objective of achieving and maintaining stability in the general level of prices’. It acknowledged that price stability was the greatest contribution monetary policy could make to New Zealand’s economic wellbeing. It recognised the limitations of monetary policy over the medium term, and provided the RBNZ, financial markets and wider public with a clear objective for policy. Moreover, the initial PTA clearly defined price stability with a numerical target band of 0 to 2 per cent. This clear numerical target provided a transparent measure against which the Governor’s performance could be assessed and around which inflation expectations could converge.

2.4 Single decision-maker (RBNZ Act, Section 9)

The final stake in the ground was the assignment of authority and responsibility to an individual – the Governor. This ‘single decision-maker’ model was highly influenced by the principles underpinning the reform of the wider public sector at the time that gave individual public sector managers the authority to manage, but made them directly accountable for outputs (Reddell 1999; Sherwin 1999). The employment contract between the Minister of Finance and the Governor evolved into the PTA. The legislation made it clear that the Governor could lose his or her job for ‘inadequate performance’ in meeting these objectives.\footnote{Donald Brash (2002) recalls the response of the Minister responsible for the RBNZ legislation when he expressed initial surprise that the PTA would be between the Government and Governor, rather than the Government and the Bank. ‘We can’t fire the whole Bank. Realistically, we can’t even fire the whole Board. But we sure as hell can fire you!’}

2.5 Summary

In summary, the inflation-targeting framework established in the late 1980s was planted under conditions that increased its likelihood of success. The four stakes of operational independence, transparency, the single objective of price stability, and the single decision-maker model provided essential support to a new framework, and encouraged it to take root and establish its credibility. All well and good, but why have I taken you through this history lesson? To provide you with some context on the New Zealand framework, and to introduce some aspects of the framework that remain as critical today as they were in 1989, and some that are about to change. But I will come back to that shortly.

3. The Evolution of Inflation Targeting: Increasingly Flexible

Since being planted in the late 1980s, New Zealand’s framework has evolved significantly. As we were pioneers, it was always unlikely that we could introduce a framework that got everything ‘right’ from the start, especially given that the environment in which policy operates has itself developed a lot over the years (Sherwin 1999).

The evolution of the inflation-targeting framework in New Zealand can be characterised as one of increasing flexibility, consistent with the academic literature and with developments
in other advanced economies. As our tree grew taller and its roots grew deeper – as we gained credibility by actually meeting our target, and anchored inflation expectations – we could be more confident that our tree could bend in the wind, without being uprooted.

What exactly do I mean by flexibility? Over the past three decades, monetary policymakers and academics have learned that there is a trade-off, not between inflation and output, but between the volatility of inflation and output. Monetary policy that is set to offset short-term movements in inflation away from target – referred to as ‘strict’ inflation targeting – will result in more volatility in output and other economic variables such as employment and the exchange rate (e.g. Svensson 1997). As the RBNZ established its credibility in achieving its inflation target, we could allow some volatility in realised inflation in order to offset some volatility elsewhere in the economy. In practice, this meant that interest rates were generally adjusted more slowly. And in this sense, the RBNZ has increasingly paid regard to the wider economy despite having a consistent overall objective of price stability specified in the RBNZ Act. This increasingly flexible approach has been reflected in the evolving content of successive PTAs over the past 30 years.

The PTA – which you will remember provides the RBNZ with its specific target in meeting its overall objective – must be renegotiated with the Minister of Finance each time a Governor is appointed or reappointed, and has also tended to be updated on the formation of a new government. This process naturally lends itself to incremental adjustments, influenced by the economic and political environment at the time. Since 1990, there have been 13 PTAs, with some alterations more significant than others. The RBNZ has seen more changes to its target than most other inflation-targeting central banks, and the process of renegotiation also provides more opportunity for government direction than is the case in some other countries (Wadsworth 2017).

In some ways, the large number of changes has been less than ideal, as it has the potential to undermine the public’s faith in the policy target. But since these changes have formalised things that we have learned in the process of operating policy, and reflected the underlying preferences of the public via the political process, they have been entirely appropriate.

There are several highly related dimensions of flexibility, and I will now take you through some key developments in New Zealand’s inflation-targeting framework across these dimensions, which are summarised in Table 1 below.

---

12 There was an early preference within the RBNZ for a flexible approach to inflation targeting. While an internal questionnaire to selected RBNZ staff in 1987 found seven respondents in favour and five against the use of ‘an explicitly-stated desired inflation time path [for either in-Bank or public use]; the same survey also found nine in favour of the proposition that ‘short-run effects of monetary policy on real output [should] be included in any assessment of monetary policy’ (see Silverstone (2014)).
Table 1: Evolution of Flexible Inflation Targeting in New Zealand
1990–2017

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Early to mid 1990s</th>
<th>Late 1990s and 2000s</th>
<th>2010s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to target</td>
<td>Initially, target to be achieved by a set date</td>
<td>Time to target implicitly lengthened; RBNZ to respond to general inflationary pressure</td>
<td>Explicit medium-term focus has remained</td>
</tr>
<tr>
<td></td>
<td>Dec 1990: annual inflation to remain inside the target band; RBNZ to calculate and explain deviations due to shocks outside the RBNZ’s control (explicit ‘caveats’)</td>
<td>List of shocks that could result in deviation from target became illustrative, rather than exhaustive</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2002: medium-term focus made explicit</td>
<td></td>
</tr>
<tr>
<td>Secondary considerations</td>
<td>1999: RBNZ shall seek to avoid unnecessary instability in output, interest rates and the exchange rate</td>
<td>2012: RBNZ to have regard to the efficiency and soundness of the financial system; RBNZ to monitor asset prices</td>
<td>Other secondary considerations (stability of output, interest rates and the exchange rate) have remained</td>
</tr>
<tr>
<td>Target definition</td>
<td>Initially: 0–2 per cent</td>
<td>2002: 1–3 per cent</td>
<td>2012: 1–3 per cent, with a focus on the 2 per cent target midpoint</td>
</tr>
<tr>
<td></td>
<td>1996: 0–3 per cent</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.1 Early to mid 1990s

The initial inflation target of 0–2 per cent originated primarily as a communications device – a way for Minister Roger Douglas to refocus expectations and convince the public that the anti-inflation drive would continue (Reddell 1999). During a televised interview broadcast on 1 April 1988, Roger Douglas said that policy was to be directed to reducing inflation to ‘around zero to one per cent’ over the following couple of years. By the June 1988 RBNZ Bulletin, the Bank felt confident enough to describe the ultimate goal as being ‘price stability by the 1990s’ and that ‘[i]n terms of the CPI, this objective is likely to be consistent with a small positive measured inflation rate, in the order of 0–2 per cent, as a result of several problems in the construction of the index’ (Reddell 1988).
Over the next few years, inflation remained at the top of, or marginally above, the target range. With hindsight, the RBNZ was slow to recognise the pace of acceleration of the economy in 1992–93, and relied on the transmission of policy via the exchange rate to a greater extent than was ideal given the structural changes we later learned were underway (RBNZ 2000b). The RBNZ learned that keeping inflation within such a narrow range could likely only be achieved at the cost of undesirably high volatility in the real economy, and began talking about the target as something that we would constantly aim for rather than something we could – or should – deliver every quarter (Brash 2002).

Since December 1990, PTAs had contained some allowance for actual inflation to deviate from target. These were in the form of explicit ‘caveats’ or ‘principal shocks’ recognised as being outside the RBNZ’s control. We were required to calculate and publish the direct effect these had on inflation outcomes. In practice, we found it increasingly difficult to determine which items to include or exclude, and were exposed to (although never received much) criticism that we could manipulate the calculation in order to meet our objective.

In 1996, the target was widened to 0–3 per cent, reflecting the new National/New Zealand First Coalition Government’s preferences (RBNZ 2000a). The RBNZ was comfortable with this widening as we felt it was unlikely to materially affect monetary policy credibility or adversely affect inflation expectations.14 By allowing slightly more inflation variability it enabled policy to offset volatility in the real economy to a greater extent. The 1996 PTA also modified the explanation of the RBNZ’s overall objective to be more explicit that price stability was the best contribution that monetary policy could make to economic growth and employment, rather than simply being an end in and of itself (RBNZ 2000a).

### 3.2 Late 1990s and 2000s

As the RBNZ learned more about the transmission of monetary policy in the New Zealand economy during the 1990s, we put increasing weight on real economy channels and less on direct exchange rate effects (Brash 1998). Specifically, we found that the pass-through of nominal exchange rate changes into local prices had become more muted over the 1990s. This meant that the slower part of the monetary policy transmission mechanism – via the real economy – was given even greater prominence in meeting our objective (RBNZ 2000b). This change in emphasis effectively lengthened the horizon over which policy was formulated, which, in itself, encouraged less variability in interest rates, the exchange rate and output.

In 1999, the incoming Labour/Alliance Coalition Government initiated the modification of the PTA to state that ‘[i]n pursuing its price stability objective, the [RBNZ] … shall seek to avoid unnecessary instability in output, interest rates and the exchange rate’. The RBNZ viewed these changes as largely confirming the flexible approach we had been taking for most of the inflation-targeting period (RBNZ 2000a). It reflected the fact that several policy paths could be chosen to meet our inflation target, and the effect of these paths on the real economy and other variables was influential in determining which path was ultimately selected (RBNZ 2000c).

---

14 Recent research by the RBNZ has found that the widening of the target did result in an increase in long-term inflation expectations, but that this increase was not statistically significant (Lewis and McDermott 2016).
The changes were also a reflection of economic developments. The RBNZ initially underestimated the combined effect of the Asian crisis and the droughts that affected rural New Zealand in the summers of 1997–98 and 1998–99, which led to recession in New Zealand. We operate in an uncertain world, and monetary policy would never have been able to completely offset the effect of these shocks. Yet the way we implemented monetary policy over this period – via the Monetary Conditions Index (MCI), which was introduced in mid 1997 – shaped the response in a way that probably contributed to the fall in output and added unnecessary interest rate volatility (RBNZ 2000b). The RBNZ recognised this, and we replaced the MCI with the Official Cash Rate (OCR) as the instrument of monetary policy in March 1999. The MCI was a branch that we lopped off fairly quickly.

In May 2000, the Minister of Finance invited Professor Lars Svensson to review the operation of monetary policy in New Zealand. He found the framework to be ‘entirely consistent with the best international practice of flexible inflation targeting, with a medium-term inflation target that avoids unnecessary variability in output, interest rates and the exchange rate’ (Svensson 2001, p 2). He did recommend a move from the single decision-maker to committee model, but the government chose not to support this recommendation at this time (see Cullen (2001)).

During the early 2000s, however, concern continued to grow among politicians, industry representatives, commentators and the wider public that the economy’s trend growth rate had been unnecessarily constrained by the performance of monetary policy (RBNZ 2002). Those expressing concern suggested that this constraint resulted from a target that was too low and policy that was too aggressive. It was argued that these factors had resulted in interest rates that were too high on average, and in interest rates and the exchange rate being too volatile.

The RBNZ noted the long-held and internationally accepted view that monetary policy was unlikely to have a large influence on the long-run performance of the economy, and that there was no evidence that policy in New Zealand was more aggressive than elsewhere. But we also had not found any clear evidence that trend inflation of 2 per cent would produce better or worse outcomes for trend growth than trend inflation of 1.5 per cent. In the end, the target (and therefore midpoint) was changed to 1–3 per cent in the 2002 PTA. Recent RBNZ research has found that this change was accompanied by an immediate increase in long-run inflation expectations (Lewis and McDermott 2016).

The 2002 PTA also made the medium-term focus of monetary policy explicit, and firmly embedded the flexible approach (e.g. Hunt 2004). It changed the target from ‘12-monthly increases’ to ‘future CPI inflation outcomes … on average over the medium term’. This medium-term focus has been an enduring feature of PTAs to this day. The RBNZ has interpreted this target to mean that it should set policy in order for inflation to remain or settle comfortably within the target band in the latter half of a three-year horizon (Bollard and Ng 2008).

---

15 The MCI was a weighted summation of the exchange rate and short-term interest rate, with weights reflecting each variable’s medium-term effect on aggregate demand and thus inflation. The MCI was used to identify the overall stance of monetary policy and to communicate the likely direction and extent of change in stance in the future.
During the mid 2000s, economic developments reignited concern about the monetary policy framework. Although New Zealand had been one of the faster-growing OECD economies since the early 1990s, this growth had been accompanied by the emergence of macroeconomic imbalances: a relatively large current account deficit, high house price inflation and household indebtedness, and a real exchange rate that had risen to levels sometimes regarded as unjustified by medium-term fundamentals (RBNZ 2007b). In early 2007, the government requested another inquiry into the monetary policy framework.

The RBNZ reiterated that there was no compelling evidence to suggest that these features had arisen from the design of the monetary policy framework. We recognised that, with the benefit of hindsight, we had been slow to fully recognise the strength of demand and housing market pressure on inflation over the cycle. However, this was a feature of having to operate policy under uncertainty (RBNZ 2007a; Chetwin and Reddell 2012). We noted that solutions to New Zealand’s imbalances were likely to lie in other policy domains, and suggested several ‘supplementary stabilisation instruments’.16 Following the review, the government decided not to make any changes to the RBNZ Act or the PTA, nor introduce any of the suggested instruments (see FEC (2008) for the full report).17

Monetary policy during the global financial crisis (GFC) of 2008–09 demonstrated the flexibility of the inflation-targeting framework. Despite CPI inflation being driven well above the target band by higher oil prices over 2008, the RBNZ reduced the OCR by 575 basis points between June 2008 and June 2009. Our tree remained firmly planted, anchored by its roots of credibility, despite the largest global storm since the Great Depression. Longer-term inflation expectations remained within the target range, and the reduction in the OCR helped support the New Zealand economy at a time of global distress (e.g. Chetwin 2012).

### 3.3 2010s

The GFC led many central banks to focus more heavily on how financial system developments should be treated by monetary policy. The RBNZ had always monitored asset prices and taken them into account in both monetary and prudential policy (see Bollard (2004)), and the RBNZ Act had long contained a requirement for the RBNZ to have regard for financial stability when setting monetary policy. Nonetheless, the 2012 PTA made this explicit by adding asset prices to the list of prices the RBNZ was directed to monitor, and including the requirement that the RBNZ ‘have regard to the efficiency and soundness of the financial system’ (see Kendall and Ng (2013)).

The RBNZ is unusual internationally, although not unique, in having both monetary policy and prudential responsibilities. In October 2013, the RBNZ introduced restrictions on high loan-to-value ratio (LVR) mortgage lending (e.g. Rogers 2013; Dunstan 2014). While these

---

16 These included cyclical variations in migrant approvals, increasing the responsiveness of housing supply, measures to limit procyclicality in fiscal policy, and consideration of various aspects of the tax regime (RBNZ 2007a, 2007b).

17 The FEC (2008, p 16) report stated that

Continuity is an important part of this framework, providing the public with confidence in the framework’s commitment to low and stable inflation. In view of the broad success of the framework, we do not recommend any change to the framework.
macroprudential tools were introduced for financial stability purposes, they clearly interact with monetary policy’s goal of price stability – particularly given the strong relationship between house prices and domestic demand we have observed in previous economic cycles in New Zealand. Although they have different objectives, our macroprudential policies were complementary to monetary policy when first introduced; the LVR restrictions were acting to reduce growth in house prices at a time when the RBNZ expected inflationary pressures to build (see Williams (2017a)). But as the outlook for inflation weakened, the policies began to have opposing implications for the business cycle. The PTA is clear that monetary policy must have regard to financial stability but it does not – and probably cannot – specify exactly what trade-offs should be entertained. The optimal balance between price and financial stability remains an area of ongoing research in New Zealand and abroad.18

An explicit reference to the target midpoint was also incorporated into the 2012 PTA so that it now read ‘keep future CPI inflation outcomes between 1 per cent and 3 per cent on average over the medium term, with a focus on keeping future average inflation near the 2 per cent target midpoint’. This was motivated by the desire to anchor inflation expectations more firmly to 2 per cent, as they had been close to the upper end of the target band for most of the inflation-targeting period (Kendall and Ng 2013).

In recent years, inflation in New Zealand has been persistently low, as in many countries around the world. We have undertaken a great deal of research to better understand why this has been the case, and what characteristics of this expansion have differed from expansions before it (see Williams (2017b) for a summary of this work). Some features have simply been revealed with the passage of time, and some reflect our evolving understanding of how the economy operates. But we have not found any features that imply that the framework itself should be revolutionised – that the RBNZ has been confronted with new developments is an unavoidable fact of life, not just monetary policy (McDermott 2017).

4. Where to from Here? The Next Stage in Our Evolution

Our increasingly flexible approach to inflation targeting outlined above has been made possible by the achievement and maintenance of credibility regarding our framework. There are two key aspects of the framework – two of our stakes in the ground – that remain as important today as they were in 1989. These are operational independence and transparency.19

Changes to the PTA have tended to reflect actual RBNZ practice at the time, but have also often been initiated by the government of the day. The RBNZ has seen several government reviews of its framework, often in response to macroeconomic developments. And this is how it should be – while operational independence within the framework is critical for credibility (and therefore effectiveness), the framework itself should be designed by the government to maximise the wellbeing of New Zealanders. Over the course of 30 years we believe the

18 Kamber et al (2015) note that while the importance of coordination depends on the magnitude of the externalities that each policy has on the other, how large these effects are is currently not well understood. Since the RBNZ is jointly responsible for both policies, these trade-offs should necessarily influence the settings of both monetary and macroprudential policies.

19 See Blinder (1998) for an excellent discussion of central bank independence and transparency.
framework has served New Zealanders well – most of the graduates we have hired in recent years have never known anything other than low and stable inflation.

Transparency also remains a critical aspect of the framework. Being transparent about our assessment of the economy and our plan to meet our objective has an influence on expectations, and helps us achieve our objective. The RBNZ was the first central bank to publish its interest rate forecast, starting in 1997.\(^{20}\) And crucially, transparency aids in the assessment of our actions, and allows us to be held to account.\(^{21}\)

But what of the other supports, the single decision-maker and single objective?

As I noted at the very start, these are the two aspects of the framework that the New Zealand Government is in the process of changing, to formalise a committee structure and add employment to our mandate. We agree that the single decision-maker model has become less relevant over time. In reality, RBNZ Governors have a long history of utilising advisory committees (Bollard and Karagedikli 2006). And in 2013, we established the Governing Committee, that at the time consisted of the Governor (as Chair), two Deputy Governors and myself (as Assistant Governor). While the Governor retains the right of veto on decisions, and continues to have statutory responsibility for policy, the committee members work together to test ideas and build consensus around the monetary policy decision (Wheeler 2013; Richardson 2016). The flexibility of our approach to inflation targeting requires a great deal of judgement, and the use of a committee maximises the knowledge and experience of members individually and as a collective.

The government will formalise a monetary policy committee (MPC) in the RBNZ Act, and add members from outside the RBNZ, ‘externals’, onto the committee. The RBNZ Act will allow the MPC to have between five and seven members, but there will be seven initially, and there will always be more internal than external members. All members will be nominated by the RBNZ Board, and appointed by the Minister of Finance. There will also be a non-voting observer from the New Zealand Treasury. Figure 2 illustrates the structure of the committee to be established in the RBNZ Act.

The MPC and Minister of Finance will agree on a Charter setting out the approach to issues defined in the RBNZ Act, including the approach to communications. Details of the first Charter are yet to be determined, but the Minister intends for the MPC to aim to reach decisions by consensus, and for non-attributed votes to be published where there is not consensus. The Minister also intends for non-attributed records of meetings to be published that reflect any differences of view among the MPC. We will no doubt explain these and other changes – and their potential implications for the setting and communicating of policy – as they are finalised.

\(^{20}\) Dincer and Eichengreen (2014) found that New Zealand was one of the most transparent central banks in the world (third behind Sweden and the Czech Republic in 2014), although by their estimates we rank much lower on central bank independence. The authors base the transparency indices on public reports and communications by each central bank, and the independence indices on central bank law in each country. Updated estimates can be found at <https://eml.berkeley.edu/~eichengr/data.shtml>.

\(^{21}\) See Ford, Kendall and Richardson (2015) for more on the evaluation of monetary policy.
Figure 2: Monetary Policy Committee to be Established in the RBNZ Act

Internal members (majority)
Governor and Deputy Chief Executive *ex-officio* members,
Governor as Chair, casting vote if required
Five-year terms (staggered)
Maximum two terms in one role
Full-time

External members (minority)
Non-RBNZ staff with relevant knowledge and experience
Four-year terms (staggered)
Maximum two terms
Part-time

Source: New Zealand Government

Of course, the creation of a formal (or indeed informal) committee does not guarantee superior outcomes. How the MPC will operate in practice is also extremely important. Committees are more successful when they have processes in place that aim to minimise various human biases, such as the pressure to conform, confirmation bias, and a tendency to rely on the most recent events to a greater extent than is sometimes warranted. The RBNZ will continue to ensure our internal processes aim to maximise the benefits that committees can provide.

And what of the move to a ‘dual mandate’? The RBNZ has always had regard to developments in the labour market, and this has been encouraged by our increasingly flexible approach. We have a long history of meeting with businesses and organisations across the country, and we regularly assess the available labour market data and are committed to discussing labour market developments. So my current sense is that, to a large extent, the changes are a way of ensuring that the flexibility in our approach endures.

The exact wording of the full employment objective in the RBNZ Act is yet to be determined. However, the PTA that Adrian Orr signed on 26 March 2018 reflected the upcoming changes to the RBNZ Act, and does not provide the RBNZ with a numerical target for full employment.
as it has with price stability. This is helpful, as ‘maximum sustainable employment’ cannot be fully captured by a single indicator.

Focusing too narrowly on one indicator, such as the unemployment rate, can be misleading. For example, a fall in the unemployment rate could be the result of an increased demand for labour – typically reflecting a strong economy – or the result of people dropping out of the labour force altogether because they are unable to find a job and have become discouraged. These different causes have very different implications for how the labour market is evolving and would therefore have very different implications for monetary policy. Specifying a numerical target for inflation but leaving the employment target as a qualitative objective is consistent with the practice here in Australia and in the United States too. The RBNZ will continue to consider a wide range of labour market indicators when formulating policy, although we will communicate our assessment of, and outlook for, the labour market in more detail than we have in the past. And just as with inflation, our understanding of the labour market can always be improved as we are faced with new data, new developments, and as new research methods become available.

That said, there are widely recognised limits to what monetary policy can do over the long run. We have some influence over the degree to which the unemployment rate, as just one example, deviates from its underlying trend. But ultimately, that underlying trend is determined by factors outside of our influence that rely, instead, upon the age and skills of the population, the efficiency with which jobs are matched to available workers, and the nature of employment regulation.

5. Conclusion

I would like to conclude by reiterating that New Zealand’s experience with inflation targeting has been one of evolution. The RBNZ Act provided the supports that enabled us to establish the credibility of our intent to meet our price stability objective. As we lowered inflation, and anchored expectations within the target range, we could implement an increasingly flexible approach to monetary policy that has been reflected in successive PTAs. This flexible approach means that we have long had regard to the real economy, including employment.

That the RBNZ has operational independence and is transparent in meeting our objective is as important for credibility today as it was in 1989. But the framework and the specific targets that we operate within and towards are for the public to determine via the political process. The government is currently in the process of changing the framework, to assign monetary policy responsibility to a committee with external members and add employment to the RBNZ’s current mandate of price stability.

I see the inclusion of (maximum sustainable) employment into our mandate as reinforcing the flexibility of inflation targeting. That said, it is still too early to determine what effect these changes will have on the conduct and communication of monetary policy. I expect that in 5 or 10 years’ time someone from the RBNZ will be back at a similar conference, to explain how it all went.
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1. Introduction

In February 1991, Canada became the second country, after New Zealand, to adopt an inflation target as a central pillar of its monetary policy framework, along with a flexible exchange rate.\(^1\,\(^2\) Its main purpose was to achieve price stability in the form of low, stable and predictable inflation. At the time, price stability was seen as the main contribution that monetary policy could make to achieving the Bank of Canada’s (BoC) mandate ‘to promote the economic and financial welfare of Canada’, a view which experience has since only strengthened.\(^3\)

The inflation-targeting regime proved much more successful than expected in achieving price stability. In contrast to the high inflation witnessed in the 1970s and 1980s, inflation has averaged just below 2 per cent since its adoption. Because of this success, inflation expectations have become very well anchored at the BoC’s 2 per cent target, and this credibility has increased the effectiveness of monetary policy as a countercyclical tool. The resulting monetary policy framework has allowed Canada to chart a course for monetary policy independent of that of the United States and to adjust to various shocks more smoothly, including the sizeable commodity price movements that took place over this period. Overall economic performance has improved, with lower and less volatile interest rates and steadier employment and output growth.

The purpose of this paper is to review the Canadian experience with inflation targeting, then distil and analyse some key observations and lessons learned, especially those that are unique to Canada. Based on these findings and important trends in the global economy, the paper also examines the issues likely to shape the future of inflation targeting, monetary policy frameworks and central banking more generally.

The success of the inflation-targeting regime in Canada owes much to three important factors that have underpinned its credibility from the outset. The first is the simple, readily understood and consistently applied specification of the inflation target, which, since

\(^1\) Formally, the inflation target is described as an ‘inflation-control target’ (italics added) in joint agreements between the Bank of Canada and the government, but in common usage, the word ‘control’ has largely disappeared.

\(^2\) Canada has operated under a flexible exchange rate since mid 1970 and had previously done so over the years 1950–62.

adoption, has taken the form of a point target for annual consumer price index (CPI) inflation, with a surrounding symmetric control range reflecting the normal volatility of inflation. In particular, the target has been specified as the 2 per cent midpoint of a 1–3 per cent control range since 1995. The 2 per cent midpoint has thus served as an important focal point to coordinate and anchor inflation expectations throughout the economy. The specification of the target has also allowed the BoC to better communicate its goals and explain its conduct, thereby enhancing transparency and accountability.

Another factor contributing to the success of the inflation-targeting regime relates to its governance. From its inception, the regime has been based on an agreement between the BoC and the Government of Canada that grants the BoC de facto operational independence while emphasising that inflation control ultimately remains a joint duty of both parties. In other words, non-monetary policies, primarily fiscal policy, but also including financial regulation and supervision, must be coherent with the achievement and maintenance of the inflation target. This governance framework is an important theme of the paper because it has contributed to the success of the regime by enhancing the political legitimacy and credibility of the target.

The third and final key factor is that the regime is regularly subject to a formal and transparent review-and-renewal process. These renewals, which started in earnest in 2001 and have since occurred every five years, have led to continual improvement on the basis of accumulated experience and understanding, especially with respect to the operational aspects of the regime’s implementation. They have also provided the BoC and government with regular opportunities to affirm the specification of the target and their joint commitment to it.

These three factors have helped to anchor inflation expectations around a credible target, and this anchoring has in turn made it easier for monetary policy to stay on target, setting a powerful virtuous cycle into motion. An additional benefit is that well-anchored inflation expectations leave monetary policy with greater flexibility to take account of its impacts on output and employment variability, as well as financial stability. In Canada, this flexibility has been operationalised as flexibility over the horizon at which monetary policy aims to return inflation to target. This proved essential in facilitating the BoC’s response to the global financial crisis (GFC) and other large shocks.

While monetary policy was not the root cause of the GFC, which stemmed instead from massive regulatory and supervisory failures in core economies, the crisis nonetheless brought central banks and their monetary frameworks under increased public scrutiny. The depth and length of the ensuing Great Recession only intensified this scrutiny, and important economic developments – primarily lower equilibrium real interest rates and relatively high debt burdens in certain sectors – now present monetary policy with significant challenges.4 While inflation-targeting frameworks have generally fared well over the past two decades, confronting these and other challenges will not be straightforward. To remain successful, inflation-targeting central banks should, among other things, give careful thought to steps

---

4 See Schembri (2018) for more detail on the implications of these and other notable economic developments for the Canadian monetary policy framework.
that can be taken to refine and strengthen their policy frameworks, widen their toolkits and 
best ensure complementarity with other macrofinancial policies.

The remainder of the paper is organised as follows. Section 2 provides a chronological review 
of the Canadian inflation-targeting experience, focusing on key themes that we feel are 
unique to this experience. We also elaborate on the factors that led to the framework’s 
establishment and the details of its governance. Section 3 highlights key lessons learned from 
the Canadian experience to date, which we illustrate using ToTEM III, the most recent iteration 
of the BoC’s main structural model. Specifically, we use a series of policy simulations to 
illustrate the importance of credibility for the overall effectiveness of monetary policy and the 
practical usefulness of flexibility in the horizon at which policymakers aim to return to target, 
among other key themes. Section 4 then considers the future of the Canadian monetary 
framework, with emphasis on the policy options available to best ensure macroeconomic 
resilience in the face of the challenges posed by the developments emphasised above. The 
final section offers some brief concluding remarks.

2. Evolution of the Inflation-targeting Framework and the 
Renewal Process

2.1 Historical context

The history of inflation targeting in Canada can be traced back to June 1970, when Canada 
left the Bretton Woods system to allow the exchange rate to adjust to inflationary pressures 
then building abroad.5 This departure left the BoC in need of a target that could replace the 
exchange rate as a nominal anchor for monetary policy. The first such target with which 
the BoC experimented was the M1 money stock, beginning in 1975. Though the BoC was 
generally successful in achieving its money growth targets, the intended pass-through to 
inflation proved elusive: total CPI inflation averaged nearly 8 per cent from 1975 through 
to the targeting framework’s abandonment in 1982 (Figure 1); and expectations of high 
inflation became so entrenched that the decline in inflation witnessed soon after could 
only be achieved at the cost of a sharp tightening of monetary policy and a consequent 
deep recession.

Several factors contributed to this relatively poor record, not least a series of financial 
sector innovations that severed a previously stable link between M1 and aggregate 
demand.6 Other contributing factors included lax fiscal policy at the federal and provincial 
levels, along with oil price shocks. To be clear, these factors were not unique to Canada. 
In fact, after the collapse of Bretton Woods in the early 1970s, many advanced economies 
underwent similarly disappointing experiments with money growth targeting and, thus, 
found themselves similarly situated in the 1980s, searching for new targets around which

5 Similar concerns motivated an earlier departure in 1950 in response to rising commodity prices and capital inflows. Canada then 
returned to Bretton Woods 12 years later, in 1962. See Bordo, Dix and Schembri (2010) for details.

6 As then Governor Gerald Bouey famously put it in testimony to Parliament: ‘We did not abandon M1, M1 abandoned us.’ (Bouey, 
as cited in Thiessen (2000)). See also Thiessen (1983).
their respective monetary policies could be organised. In Canada, this search touched on a wide range of potential replacement targets, including broader money aggregates and antecedents to what is now known as nominal gross domestic product (GDP) and price level targeting. Unfortunately, none of these candidates were ultimately assessed to be up to the task at hand (Longworth and Poloz 1986; Caramazza, Hostland and Poloz 1990; Duguay and Longworth 1998).

![Figure 1: CPI Inflation](image)

In 1988, then Governor John Crow used the occasion of his Hanson Memorial Lecture at the University of Alberta to argue for directly targeting price stability itself (Crow 1988). Crow opted not to provide a quantitative definition of ‘price stability’, nor a view on how a target of this sort might be operationalised – indeed, economic theory was far from the point where these issues could be tackled with much confidence, and the BoC could not yet look to any of its peer institutions around the world for practical examples in action. The Hanson Lecture thus served as a signal of the BoC’s intentions to rein in inflation, then running over 4 per cent, though the contours of the framework that would ultimately implement those intentions had yet to be specified.

### 2.2 The 1991 agreement

The situation changed in 1991 when Canada became the second country to adopt a formal inflation-targeting regime, following a precedent set by New Zealand one year earlier. The new regime was established in a short, non-legislative agreement between the BoC and the Government of Canada, the latter represented by the Department of Finance. Under
the target path, year-over-year CPI inflation, then exceeding 6 per cent, would gradually fall to 2 per cent by the end of 1995, with a control band of plus or minus 1 percentage point around each of the path’s milestones.

That the inflation-targeting framework was presented as a joint agreement between the BoC and government distinguished it from the money growth-targeting regime discussed above, which the BoC had announced independently. In fact, inflation targeting was first introduced to the public as part of that year’s federal budget speech. Moreover, a press release issued after the speech acknowledged that a ‘range of public policies besides monetary policy can make a significant contribution [to achieving the target path]’ (Bank of Canada 1991b).7 These signals that the target enjoyed a high degree of government endorsement likely contributed to the success with which the BoC subsequently disinflated since the task of reducing inflation is easier when firms and households understand the target path, perceive it as credible and adjust their expectations accordingly. A high degree of credibility would have been difficult to achieve absent some form of political agreement, especially in light of the large deficits that the government was running at the time.8

Though the agreement provided no targets for the post-1995 period, the aforementioned press release noted that ‘the objective would be further reductions … until price stability is achieved’.9 In addition, a background document released at the time of the announcement outlined the broad case for price stability as a long-run goal (Bank of Canada 1991a), arguing that ‘inflation creates uncertainty, requires households and businesses to divert resources away from productive endeavours and is socially unjust’. In contrast, price stability would allow the economy to ‘operate more fairly and more productively’.

2.3 The 1993 extension

The longer-run questions that the 1991 agreement tabled for later consideration came back to the fore in late 1993. This owed to a confluence of two events: an election saw the government that had signed the agreement replaced only months before Governor Crow’s term was due to expire in January 1994.10 Crow and the new Minister of Finance disagreed on the inflation rate that should be targeted post 1995, with Crow viewing the goal as a rate ‘clearly below 2 per cent’, while the Minister preferred that the 2 per cent target for 1995 be extended.

---

7 This point was reinforced in November of the same year, when a parliamentary subcommittee began exploring issues related to the inflation-targeting framework. One of the subcommittee’s main conclusions was to recognise price stability as a key objective for monetary policy while maintaining that it should remain a joint duty of the BoC and government: ‘[m]onetary policy should continue to be formulated and conducted by the Bank of Canada, with ultimate responsibility resting with the federal government’ (Canada, House of Commons 1992, p xvii). In particular, they argued against an earlier proposal that price stability be enshrined as the BoC’s sole legislative mandate, in part on the grounds that ‘fiscal authorities at all levels of government would soon interpret this as a licence to shun any responsibility for inflation control’ (p 22).

8 In addition, a 1967 amendment to the Bank of Canada Act gave the Minister of Finance the ability to issue the Governor a binding written directive if the two encountered irreconcilable differences concerning monetary policy. However, this power has not been exercised to date and entails large political costs to the extent that the directive must be made public in the Canada Gazette and would likely trigger the Governor’s resignation.

9 It also noted that research to that point favoured an operational definition of price stability that was ‘clearly below 2 per cent’.

10 Though the inflation-targeting framework had not itself been a major issue on the campaign trail, the leading opposition party had expressed regular criticism of the BoC for pursuing what they characterised as overly tight policies.
This impasse ultimately precluded Crow’s reappointment and instead saw Gordon Thiessen appointed as the BoC’s sixth Governor. In a joint statement released at the time of the appointment, the government and BoC announced a new agreement which extended the 2 per cent target through to 1998 while deferring a decision on the appropriate ‘long-run monetary policy goal’ (Bank of Canada 1993).

2.4 The 1998 renewal and important operational reforms

Language very similar to that in the 1993 extension appeared in the next agreement, which took place in 1998 and extended the 2 per cent target through to 2001, further postponing a determination of ‘the appropriate long-run target’ (Bank of Canada 1998). The decision to allow the status quo to continue owed largely to the strong track record that the framework had then accumulated: since passing the first target milestone in late 1992, CPI inflation had averaged 1.5 per cent up to the time of the 1998 agreement, spending nearly 70 per cent of that interval inside the control band. An aggressive fiscal retrenchment initiated at the federal level in 1995 also served to enhance the credibility of the target over this period.

The combination of an increasingly credible inflation target and stronger fiscal situation helped to bolster the economy’s resilience during this period. On this point, an instructive example can be gleaned from a brief comparison between Canada’s experiences during the 1994 Tequila crisis on one hand and the 1997 Asian financial crisis and 1998 Russian debt crisis on the other. The global flight to safety associated with the 1994 Tequila crisis proved punishing for the Canadian dollar as foreign investors seized on unflattering parallels between the Canadian and Mexican fiscal situations. In fact, the above-noted fiscal retrenchment was largely motivated by a need to assuage external concerns about fiscal sustainability, which up till then had weighed on the credibility of monetary policy. In contrast, the downward pressure that the 1997–98 crises brought to bear on the Canadian dollar was largely judged to stem from fundamental forces, namely declines in global commodity demand and prices, rather than portfolio shifts driven by concerns about fiscal sustainability. The relatively orderly depreciation that ensued thus helped to insulate the economy from these forces, consistent with the textbook ‘shock absorber’ role of a flexible exchange rate. The growing credibility of monetary policy, owing in part to the fiscal consolidation, also played a role in enabling the stimulative policies that the BoC pursued in the mid 1990s, when Canadian interest rates fell well below their American analogues, a previously unthinkable occurrence. In contrast, attempts at stimulus earlier in the decade often ran a risk of being interpreted as a sign of weakness in the BoC’s inflation-fighting resolve, if not the first step toward some form of subordination to fiscal priorities.12

---

11 An editorial in The Wall Street Journal (‘Bankrupt Canada?’, 12 January 1995, p A14) went so far as to declare Canada ‘an honorary member of the Third World’, and Moody’s downgraded Canada’s credit rating twice over the 1994–95 period. In some circles, the Canadian dollar was described as the ‘Northern peso’.

12 See in Laidler and Robson (1993, pp 101–104) for an example from 1990. Freedman (2001, p 13) provides an insider’s perspective on the constraints that this issue placed on Canadian monetary policy in the early 1990s:

On a number of occasions, especially in the first half of the 1990s, the [BoC] would have preferred easier monetary conditions (or at least wished to avoid the tighter monetary conditions that emerged), but financial market outcomes were inconsistent with the [BoC]’s desired track … efforts to aggressively lower very short-term interest rates would have risked undermining confidence in Canadian dollar-denominated assets and causing interest rates further out the yield curve to increase—a counterproductive outcome.
In many ways, the 1998 renewal marked the end of the first phase of inflation targeting in Canada. The framework had performed better than expected despite sizeable shocks, and the economy was enjoying a period of strong growth. The accumulating years of experience also afforded an opportunity to reflect on the framework’s strengths and weaknesses. One important realisation was that the target’s clarity and simplicity made it easier for the BoC to communicate its decision-making to the public, which then helped to enhance the target’s credibility and the general effectiveness of monetary policy. At the same time, an explicit target made it easier for the public to hold the BoC accountable for its performance and this increased accountability necessitated more transparency and effective communication from the BoC. In short, the public’s demand for transparency was rising at precisely a time when the BoC found it advantageous to increase supply.

For these reasons, the years leading up to the 1998 renewal saw a series of changes in the operational aspects of the framework, many of them oriented toward better exploiting communication as a tool of monetary policy. For example, 1995 saw the BoC issue its first Monetary Policy Report, a publication that aims to explain the BoC’s economic outlook and policy decisions. The transparency and simplicity of the policy-setting process also improved, starting with a phase-out of statutory reserve requirements over the 1992–94 period, followed by a 1994 decision to begin communicating monetary policy in terms of an explicit operating band for the overnight rate. The latter policy was then bolstered by a 1996 decision that changes in the band should always be accompanied by explanatory press releases. A further step in this general direction would later occur in 2000, when the BoC established a set of fixed announcement dates for policy rate decisions, in contrast to the more ad hoc approach pursued earlier. In addition to making policy more predictable, this had the benefit of better enabling the BoC to chart a course for Canadian monetary policy independent of that in the United States, while the previous system had sometimes produced episodes when rate decisions immediately followed those of the Federal Reserve.

### 2.5 The 2001 renewal and supporting research program

Over the mid and late 1990s, the academic literature on inflation targeting matured considerably. Among its themes were two factors that potentially favoured a target higher than 2 per cent, namely downward nominal wage rigidity (DNWR) and the effective lower bound on nominal rates (ELB). BoC staff initiated research projects aiming to explore these...
topics in greater detail. Though most of these projects were still works in progress at the time of the 1998 agreement, a series of articles and working papers were released leading up to the 2001 renewal. The findings of this research pointed toward modest costs of DNWR and the ELB. When the BoC and the government ultimately agreed to extend the 2 per cent target through to 2006, the decision was partly based on these results, coupled with the BoC’s view that the wider literature supported similar conclusions.

For this renewal, the BoC organised and conducted an extensive research program to systematically address key framework questions. In contrast to previous extensions, the 2001 agreement was circulated along with a series of background documents in which the BoC explained its reasoning at some length (Bank of Canada 2001a, 2001b, 2001c). The background documents also provided a substantial amount of operational information, including an announcement of a change in the BoC’s preferred measure of core inflation, along with a clarification that policymakers placed emphasis on hitting the midpoint of the symmetric control range, stressing that the band was not a ‘zone of indifference’.

These are not the only important respects in which the 2001 agreement differed from previous rounds. Another distinguishing feature was its longer five-year term through to the next renewal in 2006. The 2001 agreement was also the first to avoid any specific reference to ‘price stability’, re-interpreting the objective as ‘low, stable and predictable inflation’ (Department of Finance Canada 2001). Gone as well was the suggestion that the longer-run form of the targeting framework was a question that would be decisively settled at some point, rather than one that could be revisited on an ongoing basis. In general, the 2001 agreement stands out as a departure from the relatively ad hoc renewals of the 1990s in favour of the more transparent, deliberate and research-oriented approach that has since been pursued.

2.6 The 2006 renewal and emerging emphasis on horizon flexibility

Following on the precedents set by the 2001 renewal, the remainder of the early 2000s saw the BoC identify three issues that warranted research in advance of the next agreement: (i) the horizon at which policymakers should aim to return inflation to target; (ii) the extent to which monetary policy should respond to asset price movements; and (iii) the usefulness of core inflation as a guide for monetary policy. The level of the target was, thus, not a major theme of the 2006 renewal, which ultimately extended the 2 per cent target through to 2011. Nonetheless, the conclusions reached regarding all three of these issues had strong bearing on the shape of the targeting framework.

For example, the first and second of these issues proved to be linked in important ways. While a background document (Bank of Canada 2006) reaffirmed a view expressed in earlier rounds that the lags associated with monetary transmission generally favoured a six- to eight-quarter

---

18 The new measure of core inflation was called CPIX and excluded the eight most volatile components of the CPI, namely fruits, vegetables, gasoline, fuel oil, natural gas, mortgage interest, intercity transportation and tobacco products. It also excluded the effect of indirect taxes on all other components.
target horizon, it now added a caveat that some shocks, crucially including large asset price movements, may ‘have more long-lived effects … and might, therefore, require a longer time horizon’. Indeed, the renewal’s broader take on asset prices was that they generally warranted attention only to the extent that they provided information about future output and inflation, though large asset price shocks might require ‘sacrificing something in terms of inflation performance over the usual horizon’ in return for ‘greater financial, economic, and inflation stability over a somewhat longer horizon’.

This willingness to introduce more flexibility into the policy framework, operationalised as adjustments in the target horizon, owed in no small part to the fact that the early and mid 2000s witnessed a firm anchoring of inflation expectations despite a variety of shocks (Figure 2). These shocks included 9/11 and the US dot.com recession, along with a steady and significant rise in commodity prices beginning around the time of China’s 2002 entry into the World Trade Organization (Figure 3). Much as during the 1997–98 crises described earlier, the firm anchoring of inflation expectations around an increasingly credible target made it possible for the flexible exchange rate to adjust smoothly to higher commodity prices, effectively facilitating the necessary economic adjustments.
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**Figure 2: Inflation Expectations**

Year-ended

<table>
<thead>
<tr>
<th>Year-ended</th>
<th>Consensus Economics (^{(a)})</th>
<th>Department of Finance Survey of Private Sector Forecasters (^{(b)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>1.4%</td>
<td>1.4%</td>
</tr>
<tr>
<td>2000</td>
<td>1.6%</td>
<td>1.6%</td>
</tr>
<tr>
<td>2005</td>
<td>1.8%</td>
<td>1.8%</td>
</tr>
<tr>
<td>2010</td>
<td>2.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>2015</td>
<td>2.2%</td>
<td>2.2%</td>
</tr>
</tbody>
</table>

Notes:

(a) Average of the annual inflation forecasts for two and three years out in each quarter
(b) Average of the surveyed private sector forecasts for two years out in each quarter

Sources: Consensus Economics; Department of Finance Canada

19 For this reason, inflation targeting as practised in Canada bears many similarities to inflation forecast targeting à la Svensson (1997).
2.7 The global financial crisis and 2011 renewal

The next renewal was heavily influenced by the GFC and its aftermath. While Canadian financial institutions weathered the crisis relatively unscathed, thanks in part to the strength of the regulatory and supervisory framework, the wider fallout quickly triggered a collapse in global trade and commodity prices. This ultimately led to Canada’s first recession in nearly 20 years, one whose depth necessitated an extraordinary response from policymakers.

On the monetary side, this response involved maximal conventional stimulus and a year-long experiment with conditional forward guidance. The BoC enacted more than 4 percentage points’ worth of conventional easing between December 2007 and April 2009, when the overnight rate reached the ELB, then assessed at 25 basis points. At that point, the BoC issued a commitment to maintain the overnight rate at this level through to the end of June 2010, conditional on the outlook for inflation. Medium- and long-term inflation expectations crucially remained anchored throughout the episode, and fiscal policy also provided strong stimulus at the federal and provincial levels. By the time of the 2011 renewal, Canada was the only G7 country to have recovered all the output and jobs that it lost during the global downturn, and policymakers began to implement a series of G20 financial sector reforms that further enhanced the resilience of the Canadian financial system. This reduced the likelihood

---

20 A Monetary Policy Report (Bank of Canada 2009) issued soon thereafter outlined other unconventional policies with which the BoC would consider supplementing the conditional commitment, though these ultimately did not prove necessary. See Bank of Canada (2015) for an update on the BoC’s framework for conducting monetary policy at low interest rates.
and impact of future crises, along with the frequency of ELB episodes to the extent that these episodes are often triggered by financial crises.  

While the 2006 renewal had already specified issues to be explored leading up to 2011, the experiences described above naturally prompted changes in the research agenda. The relationship between monetary policy and financial stability was added as a new research theme. Meanwhile, the two issues identified in 2006, namely the merits of a lower target or a switch to price level targeting (PLT), both took on new colour as policymakers revisited their assessments of the frequency and cost of ELB episodes.

BoC research indicated that a lower inflation target would likely lead to superior economic outcomes during periods when the ELB was not binding, but at the same time it would increase the likelihood of hitting the ELB. Consequently, the net benefit of a lower target was uncertain. Considerable uncertainty also surrounded the potential benefits of PLT. Its theoretical stabilising effects proved dependent on strong assumptions regarding the rationality of private sector expectations and credibility of the new framework – credibility which could, in practice, prove more difficult to secure than had been the case for the inflation-targeting framework. Moreover, the bar for change on both fronts was high, given the established regime’s own credibility and success in anchoring inflation expectations. The BoC and the government thus opted to extend the 2 per cent inflation target through to 2016. However, a background document (Bank of Canada 2011) acknowledged that the benefits and costs surrounding these issues might change in the future as policymakers accumulated more experience with non-conventional monetary policies and the above-noted financial sector reforms.

As for the relationship between monetary policy and financial stability, the background document began by recognising that the crisis emerged from financial imbalances that had accumulated during the relatively quiescent years of the early and mid 2000s. This experience suggested that ‘macroeconomic stability … does not guarantee financial stability’. Moreover, the asset price movements that were a focus of the 2006 renewal did not represent the only form that financial vulnerabilities might take. On the contrary, ‘experience has underlined the importance of focusing on indebtedness [i.e. leverage] … as a defining feature of dangerous financial imbalances’. While micro and macroprudential tools are best suited to mitigating these vulnerabilities, the BoC acknowledged that the vulnerabilities might occasionally necessitate monetary responses above and beyond those dictated by their direct implications for output and inflation over the usual target horizon, especially in cases ‘where imbalances pose an economy-wide threat and/or where the imbalances themselves are being encouraged by a low interest rate environment’. In addition, if an exceptional response was warranted, then the horizon flexibility emphasised in the 2006 renewal would play a key role in enabling it.

21 For details, see Schembri (2013).
2.8 The 2016 renewal

The 2016 renewal tackled three questions: (i) whether the inflation target should be raised to a level somewhat higher than 2 per cent; (ii) to what extent monetary policy should be used to address financial stability concerns; and (iii) how best to measure core inflation for the purpose of monetary policy.

The first question was largely motivated by mounting evidence that neutral policy rates had fallen substantially in many advanced economies, implying a higher likelihood of hitting the ELB, all else being equal. Additional motivation for the adoption of a higher target arose from concerns about the use of unconventional monetary policies in the post-GFC period, typically when policy rates were at or close to the ELB. While empirical evidence suggested that unconventional policies had indeed proven reasonably effective in easing monetary conditions, especially as central banks became more experienced with their use, they nonetheless attracted criticism for distorting financial markets and asset prices, unduly expanding the central banks’ balance sheets and blurring the distinction between monetary and fiscal policy.

Estimates of the ELB were also revised down over this period as several central banks began experimenting with negative policy rates as a source of additional stimulus. Overall, the experience with unconventional policy at or near the ELB was judged sufficiently positive to conclude that the additional benefits that a higher inflation target had to offer would likely not outweigh the associated costs. A higher target would likely entail a greater distortion of relative price signals, along with possible adverse distributional effects and the risk that a higher target might prove less credible.22

At the same time, renewed interest in the question of whether monetary policy should address financial vulnerabilities stemmed from post-crisis experience that financial vulnerabilities had increased in an environment characterised by ‘low for long’ interest rates. While borrowing, risk-taking and higher asset prices were intended consequences of monetary stimulus, concerns arose regarding whether these vulnerabilities had become excessive.

On this front, some analysis indicated that the role that monetary policy had to play in ensuring financial stability had likely diminished since the time of the 2011 renewal. This was due to a comprehensive set of G20- and Financial Stability Board-sponsored reforms that had increased the overall resilience of the global financial system, coupled with a series of macroprudential measures with which the Canadian government had aimed to lower household debt and mitigate various housing market vulnerabilities. Moreover, research at the BoC and elsewhere suggested that the inherently blunt nature of monetary policy implied that it could likely only deliver a marginal impact on financial vulnerabilities at the cost of extreme variability in output and inflation (e.g. Svensson 2016). While the balance of the evidence thus militated against active use of monetary policy to address financial

22 With regard to distributional effects, we note that higher inflation could prove socially unjust to the extent that households with lower or fixed incomes may have trouble adequately hedging their finances against inflation or securing the higher nominal wages needed to maintain real purchasing power. For example, Fung, Huynh and Stuber (2015) show that lower-income households in Canada tend to rely more heavily on cash for their transactions. Distributional effects would also likely arise during the transition between targets, given that nominal assets and liabilities are not evenly distributed in the economy (Amano, Carter and Terajima 2017).
stability considerations, the renewal nonetheless noted that central banks should be mindful of the impact of monetary policy on financial vulnerabilities, especially in an environment of persistently weak demand where interest rates are likely to be low for prolonged periods. More specifically, central banks should be flexible about the horizon over which they aim to return inflation to target to avoid unduly increasing vulnerabilities or triggering instability through a sudden hike in interest rates.

As for the final question regarding the measurement of core inflation, the BoC did extensive research on several candidate measures and ultimately found that three dominated in terms of performance against key criteria, namely CPI-common, CPI-trim and CPI-median. The BoC thus decided to adopt all three measures to better reflect the uncertainty associated with measuring underlying inflation. If anything, any spread between these measures would provide a useful gauge of this uncertainty.

3. Lessons Learned

It is no exaggeration to say that the inflation-targeting framework has performed much better than initially expected, despite large external shocks and pronounced cycles in commodity prices. Total CPI inflation has averaged 1.9 per cent since the framework was first adopted, and both inflation and inflation expectations have generally held close to target since the late 1990s, apart from discrete episodes associated with the GFC and its aftermath, along with the 2014–15 collapse in commodity prices.23

In this section, we highlight three aspects of the targeting framework that have played key roles in enabling this record:

1. A clear and simple 2 per cent target that was readily understood by the public and served as a Schelling (1960)-style focal point to coordinate economic decision-making while improving the reliability of price signals.24,25

2. A joint agreement with the government that:
   i. endowed the target with political legitimacy, thus enhancing its credibility;
   ii. provided the BoC with operational independence to direct its tools toward achieving the target; and
   iii. served as a mechanism for promoting coherence between monetary policy, including exchange rate policy, and the other parts of the overall policy mix.26

3. A regular review-and-renewal process that led to continual improvement in our understanding of the framework and its specification and operation.

---

23 While other advanced economies also experienced moderations in the level and volatility of inflation over the period in question, Beaudry and Ruge-Murcia (2017) provide evidence that the Canadian experience compares favourably with that of Australia, New Zealand and Sweden, along with the United States and United Kingdom.

24 Indeed, an overwhelming majority of participants in the ‘Canadian Survey of Consumer Expectations’ report that they understand the concept of inflation. See Gosselein and Khari (2015) for details.

25 Prices are more likely to convey information about real fundamentals when the target is consistently achieved and understood by the public, ultimately leading to a more productive allocation of resources. Similar mechanisms operate in, for example, Hellwig (2005), Mendes (2008, ch 3) and Lorenzoni (2010).

26 See Poloz (2016) for details on the need for coherence between monetary and fiscal policy in particular, along with a view that the inflation-targeting agreement served as an implicit mechanism for fostering this coherence.
Together, these ingredients have helped to anchor inflation expectations around an increasingly credible target. To the extent that this anchoring then made it easier for the BoC to stay on target going forward, they also set in motion a virtuous cycle of the sort depicted in Figure 4.

**Figure 4: Anchored Expectations and the Success of Inflation Targeting**

We stress that these ingredients have not delivered low, stable inflation at the cost of a deterioration in real economic outcomes. On the contrary, Figure 5 compares the economy’s experience under inflation targeting against that of the preceding two decades and indicates that output growth and short-term interest rates have both become less volatile, while BoC estimates associate most of the relatively modest decline in average output growth
with changes in potential. One factor contributing to the framework’s relatively strong performance on the real side is that well-anchored inflation expectations leave monetary policy with more scope and flexibility to stimulate the real economy when necessary. For example, the BoC could likely not have supplied the unprecedented amount of stimulus that it marshalled in response to the GFC had Canadians entered that juncture with less confidence in policymakers’ commitment to the 2 per cent target. In addition, this and other rounds of stimulus were likely more effective to the extent that well-anchored inflation expectations enabled a given reduction in nominal rates to translate more directly into lower real rates.

Figure 5: Macroeconomic Outcomes before and after 1991

3.1 Illustrative simulations using ToTEM III

We use the remainder of this section to illustrate some of these points in the context of ToTEM III, the current version of the BoC’s main structural model. ToTEM III is an open economy New Keynesian model whose main distinguishing feature relative to previous iterations is that it includes elaborated housing and collateralised household debt markets, allowing it to capture a range of interactions between household balance sheets and macroeconomic...
outcomes. We focus on the model’s solution when the central bank sets the policy rate under full commitment, subject to one of three ad hoc loss functions. The first two take the form

$$\alpha_i (\pi_t - \bar{\pi})^2 + \alpha_y (y_t - \bar{y}_t)^2 + \alpha_{i_t} (i_t - i_{t-1})^2$$  

(1)

where $\pi_t$ and $\bar{\pi}$ respectively denote inflation and its target value; $y_t$ and $\bar{y}_t$ respectively denote (the logarithms of) actual and potential output; and $i_t$ denotes the policy rate. We specifically consider weights $(\alpha_i, \alpha_y, \alpha_{i_t}) = (1.5, 0.5, 0.5)$ and $(\alpha_i, \alpha_y, \alpha_{i_t}) = (1.0, 1.0, 0.5)$. In addition, we consider a loss function that departs from the latter, more balanced weights by attaching some small value to stabilising household debt:

$$\left(1.0 - 0.5\varepsilon\right)(\pi_t - \bar{\pi})^2 + \left(1.0 - 0.5\varepsilon\right)(y_t - \bar{y}_t)^2 + 0.5 (i_t - i_{t-1})^2 + \varepsilon (d_t - \bar{d})^2$$  

(2)

where $\varepsilon$ is a small number, while $d_t$ denotes (the logarithm of) household debt, with steady-state value $\bar{d}$. Table 1 reports key moments under these loss functions and various versions of the model. We also report mean and median target horizons, computed using the method in Coletti, Selody and Wilkins (2006), which involves making repeated draws from the joint distribution of shocks, then calculating the number of quarters needed to return to within 10 basis points of target, assuming that no further shocks arrive. The interquartile range of the resulting distribution of target horizons has been included as well.

Panel A in the table focuses on a baseline version of the model. It crucially assumes that agents always perceive the inflation target as credible, leaving long-run inflation expectations well anchored. In contrast, Panel B considers an illustrative counterfactual under which negative (positive) supply shocks lead a certain portion of price and wage setters to temporarily perceive a target somewhat higher (lower) than that actually pursued by policymakers. The counterfactual thus aims to capture one – though certainly not all – of the channels via which low credibility and weakly anchored expectations might hamper monetary policy. As shown in the table, this channel leads to a sizeable increase in macroeconomic volatility, along with a widening of the target horizon.

---

27 For details, see the appendix in Bank of Canada (2017).

28 Formally, we allow rule-of-thumb price setters, who normally behave in a manner similar to that in Galí and Gertler (1999), to perceive a target $\pi^*$ that sometimes differs from the actual target $\pi$, with the gap $\pi^* - \pi$ assumed to follow an AR(1) process with innovations proportional to a convex combination of the underlying innovations in the model’s supply shocks. The model also features rule-of-thumb wage setters, whom we treat analogously.
Table 1: Moments and Target Horizons under Various Loss Functions

<table>
<thead>
<tr>
<th></th>
<th>Loss function #1</th>
<th>Loss function #2</th>
<th>Loss function #3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha )</td>
<td>( \alpha )</td>
<td>( \epsilon = 0.015 )</td>
</tr>
<tr>
<td></td>
<td>( (\alpha_y, \alpha_y, \alpha_{\Delta}) = (1.5, 0.5, 0.5) )</td>
<td>( (\alpha_y, \alpha_y, \alpha_{\Delta}) = (1.0, 1.0, 0.5) )</td>
<td>in Equation (1)</td>
</tr>
</tbody>
</table>

**Panel A: Baseline scenario**

<table>
<thead>
<tr>
<th></th>
<th>std dev (( \pi )) – ppt pa</th>
<th>std dev (( y_t - \bar{y} )) – ppt</th>
<th>std dev (( i_t - i_{t-1} )) – ppt pa</th>
<th>std dev (( d_t )) – % of steady state</th>
<th>Mean horizon – quarters</th>
<th>Median horizon – quarters</th>
<th>Interquartile range – quarters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.77</td>
<td>1.00</td>
<td>0.80</td>
<td>20.8</td>
<td>5.6</td>
<td>6</td>
<td>3–7</td>
</tr>
</tbody>
</table>

**Panel B: Low credibility scenario**

<table>
<thead>
<tr>
<th></th>
<th>std dev (( \pi )) – ppt pa</th>
<th>std dev (( y_t - \bar{y} )) – ppt</th>
<th>std dev (( i_t - i_{t-1} )) – ppt pa</th>
<th>std dev (( d_t )) – % of steady state</th>
<th>Mean horizon – quarters</th>
<th>Median horizon – quarters</th>
<th>Interquartile range – quarters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.83</td>
<td>1.17</td>
<td>0.80</td>
<td>20.9</td>
<td>7.5</td>
<td>7</td>
<td>4–10</td>
</tr>
</tbody>
</table>

**Panel C: High debt scenario**

<table>
<thead>
<tr>
<th></th>
<th>std dev (( \pi )) – ppt pa</th>
<th>std dev (( y_t - \bar{y} )) – ppt</th>
<th>std dev (( i_t - i_{t-1} )) – ppt pa</th>
<th>std dev (( d_t )) – % of steady state</th>
<th>Mean horizon – quarters</th>
<th>Median horizon – quarters</th>
<th>Interquartile range – quarters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.78</td>
<td>1.13</td>
<td>0.83</td>
<td>25.6</td>
<td>5.7</td>
<td>6</td>
<td>3–8</td>
</tr>
</tbody>
</table>

As we emphasised earlier, one of the advantages of having expectations anchored on a credible target is that monetary policy then enjoys greater flexibility to stimulate real activity when necessary or to take financial stability considerations into account. Indeed, the mean and median target horizons reported in Table 1 consistently suggest that policymakers should be prepared to tolerate longer deviations from target when they place more weight on stabilising the output gap or household debt. Perhaps more importantly, the breadth of the reported interquartile ranges implies a need to do this in a relatively shock-specific way. For example, consistent with the theory emerging from simpler New Keynesian models, we find that target horizons in the upper part of the distribution are often associated with large supply shocks. Large shocks to the exchange rate have a similar property, as do shocks with a differential effect on household balance sheets in the case where debt enters the loss function directly. See Figures 6 to 8 for some illustrative impulse responses.
Figure 6: Negative Mark-up Shock
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Note: (a) C$ per unit foreign currency

Figure 7: Positive Commodity Price Shock
Deviations from steady state

- Nominal policy rate
- Real policy rate
- CPI inflation
- Output gap
- Exchange rate
- Household debt

Quarters since shock

Note: (a) C$ per unit foreign currency
While the foregoing analysis illustrates the importance of flexibility, credibility and strong anchoring of inflation expectations, Panel C of Table 1 can be interpreted as speaking to the need for coherence between monetary policy and other parts of the broader macrofinancial policy framework. In contrast to the baseline parameterisation in Panel A, which aims to capture historical levels of household debt, the parameterisation in Panel C aims to capture the higher current levels of household debt (Figure 9). We see that this rise in indebtedness leads to an increase in volatility, especially for the output gap, along with longer-lived deviations of inflation from target. This reflects the fact that household expenditure, including consumption and residential investment, is more dependent on debt financing, which then tends to amplify the feedback loop between household borrowing and house prices. These findings therefore serve as an example of complementarity between monetary and macroprudential policies to the extent that the latter can help to rein in household leverage before it becomes excessive. More generally speaking, they raise important questions about the overall policy mix that would best ensure the economy’s resilience. We elaborate further on this issue in the next section, which shifts attention to the future of the Canadian monetary policy framework.
4. Looking Ahead

The BoC’s next renewal will take place in 2021. Though formal research topics have not yet been selected, many of the candidates are motivated by the low neutral rates currently being estimated for Canada and many other advanced economies. For example, while BoC estimates placed the Canadian real neutral rate around 3 per cent in the mid 2000s, current estimates centre around a midpoint of 1 per cent (Dorich, Reza and Sarker 2017). This downward shift is likely to persist for an extended period, given the largely secular nature of its underlying drivers, including slower growth in potential output, higher global savings, lower capital intensity of production, greater demand for safe assets and demographic trends.

As mentioned earlier, the main policy challenge associated with a lower neutral rate is that it increases the likelihood and expected duration of ELB episodes, all else being equal. For example, if one assumes an ELB of 25 basis points, as the BoC did in the aftermath of the GFC, then Dorich et al (2018) estimate that the unconditional probability of a binding ELB has risen from 3 per cent in the mid 2000s to nearly 14 per cent at present. Even after accounting for policymakers’ growing openness to modestly negative interest rates, which has shifted the BoC’s assessed ELB to ~50 basis points (Witmer and Yang 2016), the latter figure still stands near 8 per cent, more than double the mid 2000s estimate.

Apart from a low neutral rate and elevated ELB risk, large debts in the household and public sectors also stand out as important features of the medium- to long-term economic environment (Figures 9 and 10). As explained in Poloz (2016), these are largely a consequence of the extraordinarily stimulative monetary and fiscal policies needed to support aggregate
demand during and after the GFC. They also raise a host of policy challenges, not least including the limits that they likely place on the role that further borrowing can play in supporting aggregate demand, along with a heightened risk to financial stability. In addition, the monetary transmission process is likely to differ across high- and low-debt environments, necessitating a careful recalibration of (even the conventional parts of) the central bank toolkit.

\[\text{Figure 10: General Government Debt} \]
\[
\begin{array}{c}
\text{Per cent of GDP} \\
\hline
\text{2013} & 60 & 70 & 80 & 90 & 100 & 110 & 120 \\
\text{2009} & 60 & 70 & 80 & 90 & 100 & 110 & 120 \\
\text{2005} & 60 & 70 & 80 & 90 & 100 & 110 & 120 \\
\text{2001} & 60 & 70 & 80 & 90 & 100 & 110 & 120 \\
\text{2017} & 60 & 70 & 80 & 90 & 100 & 110 & 120 \\
\end{array}
\]

Sources: Authors’ calculations; IMF

In an environment characterised by a low neutral rate and high debts, the non-monetary parts of the overall policy mix likely have a larger role to play in stabilising the economy and ensuring its resilience against shocks, all else being equal. For example, while discussions of fiscal–monetary coherence in the early years of the targeting framework focused mainly on the importance of fiscal consolidation and sustainability as preconditions for price stability, attention has now shifted more to how countercyclical fiscal policy can best complement monetary stimulus during periods when the policy rate is close to or at the ELB. This is especially important since much evidence suggests that fiscal stimulus may be more powerful under these circumstances. At the same time, the financial imbalances that may build up in low interest rate environments create an obvious role for macroprudential tools, especially in light of the large debts already in place, along with evidence that monetary policy is likely too blunt an instrument to mitigate financial vulnerabilities. For example, Duprey and Ueberfeldt (2018) use an empirical risk management model to show that monetary policy is likely to have relatively little effect on financial stability risk when operating in a context of effective support from macroprudential authorities, thus freeing the central bank to focus more on the containment of macroeconomic risks, an area in which it enjoys a natural comparative advantage. Broadly speaking, these considerations imply a strong need to ensure complementarity between the
monetary, fiscal and macroprudential policy frameworks while respecting and preserving the operational independence on which central bank credibility depends. In the Canadian case, we stress that special aspects of the institutional framework already help to encourage complementarity of this sort, not least including the highly centralised nature of federal fiscal policy, a long tradition of cooperation among macrofinancial authorities, and the above-noted fact that inflation control is a joint duty of the BoC and government.

Heightened ELB risk also enhances the role of unconventional monetary policies. These include forward guidance, a tool with which the BoC already has direct experience, along with several tools, like large-scale asset purchases, funding for credit and negative interest rates, with which other central banks experimented during and after the GFC and European debt crisis. Despite the body of experience thus accumulated, many open questions remain regarding the use of these tools, especially concerning their optimal coordination and relative strengths and weaknesses. Another important question is the extent to which unconventional monetary policies can substitute for the non-monetary measures discussed above. While this issue was less important in Canada due to the fact that Canadian rates had already escaped the ELB at the time that the government began withdrawing the fiscal stimulus marshalled in the aftermath of the GFC, it proved highly relevant in other jurisdictions, where central banks’ interest in unconventional monetary policy derived partly from a perceived need to provide stimulus independent of fiscal authorities, especially as fiscal policy in many advanced economies began tightening around the time of the G20’s 2010 Toronto Declaration.

While the unconventional policies just discussed can be incorporated into an inflation targeter’s toolkit without necessitating some change in the overall inflation-targeting framework, the literature has also identified alternative frameworks that may deliver superior outcomes when nominal rates are at or near the ELB. These include the average inflation-targeting (AIT) framework proposed by Nessén and Vestin (2005), which aims to stabilise average inflation over a multi-year window and, thus, represents an intermediate case between pure inflation targeting and PLT. Another possibility would be the regime-switching frameworks analysed by Mendes and Murchison (2014) and Bernanke (2017), which involve switching to PLT at the onset of ELB episodes, then committing to not raise rates until prices have reached the target path.

The essential feature of these alternative frameworks is that they introduce history dependence into monetary policy, in contrast to the fully forward-looking nature of inflation targeting, which makes no attempt to correct for past deviations from target. Going back to seminal work by Krugman (1998) and Eggertsson and Woodford (2003), it is well known that optimal monetary policy generally entails some degree of history dependence during and after ELB episodes – in particular, policymakers should be prepared to respond to ELB episodes by committing to keep rates lower for longer than a purely forward-looking analysis would imply, since expectations of an extended period of high inflation and low nominal rates would then help to stimulate demand through their effect on long-term real rates. A commitment of this sort can be approximated under AIT and temporary PLT frameworks, both of which have the property that low levels of inflation in the early phases of an ELB episode mechanically extend the period over which agents can expect lax monetary conditions.
Of course, a permanent shift to PLT was contemplated as part of the 2011 renewal and was ultimately rejected due to concerns about its credibility and heavy reliance on expectational mechanisms, among other issues. However, these concerns are somewhat mitigated in the case of AIT and temporary PLT. For example, an oft-cited challenge to the credibility of full PLT in small open economies is that extended periods of tight monetary policy would sometimes be needed to unwind the price impact of large terms of trade shocks, and episodes of this sort could prove prohibitively unpopular. Fortunately, this issue would be less of a concern under AIT (since the offending shocks would eventually pass out of the averaging window) and would remain entirely moot under temporary PLT due to that framework’s asymmetric nature. The asymmetries inherent in temporary PLT also have other advantages. For example, if credibility or expectational issues prevented temporary PLT from exerting its intended effects on long-term real rates, then the costs associated with the periods of overly expansionary policy that the framework would then entail would nonetheless be mitigated to the extent that the efficient level of output is likely to exceed potential in practice.29

That said, a more radical set of recent policy proposals aims to respond to heightened ELB risk by circumventing the ELB entirely. Though all such proposals remain highly speculative, we briefly highlight two leading examples, namely the frameworks advocated by Agrawal and Kimball (2015) and Goodfriend (2016), which involve introducing a time-varying exchange rate between paper currency and some form of e-money (e.g. deposits at the central bank). More specifically, Agrawal and Kimball (2015) argue for a time-varying fee on deposits at the central bank’s cash window, while Goodfriend (2016) proposes fixing the quantity of paper currency and then allowing an endogenous determination of the exchange rate.

In principle, approaches like these could deliver negative interest rates on e-money so long as the public expects an offsetting depreciation of paper currency. However, they would also entail a host of challenges. For example, commercial banks may be hesitant to pass negative rates on to their retail depositors. Negative interest rates would also leave firms and households with incentives to delay the deposit of e-money cheques or prepay e-money liabilities, potentially including taxes. In addition, the magnitudes of the required depreciations might trigger disruptions in the e-money-to-paper market not unlike those sometimes witnessed in real-world foreign exchange markets. Large depreciations would also raise distributional issues to the extent that e-money and paper currency are not evenly distributed in the economy.

To be clear, most of the policy measures discussed in this section are not mutually exclusive. If anything, many would likely prove complementary. For example, if AIT or temporary PLT were ultimately adopted, then the need for strong macroprudential policy would likely be enhanced to the extent that these frameworks enable monetary policy to set rates lower for longer than would otherwise be the case.

In summary, the foregoing discussion has identified at least four topics that warrant further study, either in the context of the 2021 renewal or as part of the BoC’s broader research agenda, namely: (i) complementarities in the monetary, fiscal, and macroprudential policy

---

29 Distortions such as taxes and market power likely cause the level of potential output to be inefficiently low. Hence, a temporary period of excess demand may be less costly than commonly assumed in analyses of monetary policy frameworks.
frameworks; (ii) the costs, benefits, and optimal use of forward guidance, large-scale asset purchases, credit for funding, and negative interest rates as additions to the central bank toolkit; (iii) the merits of AIT, temporary PLT, and other potential strategies for introducing greater history dependence into the conduct of monetary policy; and (iv) the long-term prospects for circumventing the ELB.

5. Concluding Remarks

Looking back over Canada’s more than quarter-century experience with an inflation-targeting-based monetary policy framework, the framework has proven much more successful than initially expected. In hindsight, we underestimated how quickly credibility could be achieved and how effectively well-anchored inflation expectations would help to keep inflation close to target.

The consistent application of a clear and simple 2 per cent inflation target within a symmetric control range has proven to be a tremendous strength of the framework. The 2 per cent target, which is now firmly ingrained in the Canadian mindset, has served as a Schelling (1960)-style focal point for the coordination of economic decisions while improving the reliability of price signals. In turn, the anchoring of inflation expectations has enhanced the flexibility and general effectiveness of monetary policy, thus making the target easier to achieve and improving overall macrofinancial outcomes.

The governance of the inflation target has played an important role in ensuring its credibility. In particular, the underlying joint agreement committed the federal government to the target while granting the BoC the operational independence needed to achieve it. In addition, the agreement has served as an implicit mechanism for promoting coherence between the monetary and non-monetary parts of the overall policy mix, including fiscal policy and financial regulation and supervision.

At the same time, a regular and highly deliberate renewal process has provided multiple opportunities to review the framework, conduct in-depth research on its structure and implementation, and examine our growing experience and related theoretical work. While the structure of the framework has largely remained intact, its operation has continually improved as our understanding has deepened, especially regarding the importance of clear and effective communication.

Looking ahead to the next renewal in 2021, a few ongoing economic developments pose important challenges to inflation-targeting-based monetary policy frameworks, most notably low neutral rates, heightened ELB risk, and high debt burdens in the household and public sectors. The goal of the 2021 renewal will be to strengthen the Canadian framework in the face of these developments to maintain the economy’s resilience to adverse shocks.

The academic and policy literatures have put forward several proposals for dealing with the above-noted developments, including alternative monetary frameworks (e.g. PLT, AIT, nominal GDP targeting) and various additions to the central bank toolkit (e.g. conditional forward guidance, large-scale asset purchases, negative interest rates). The need to ensure a
A complementary mix of monetary, fiscal, and macroprudential policy has also received growing attention. Clearly, there is some degree of substitutability among these three policy choice sets: framework, toolkit, and policy mix. Moreover, a sufficiently coherent and resilience-enhancing policy mix would imply less need to consider more radical changes to the framework or toolkit. At the same time, some of these options, including large purchases of government debt or substantial changes in the policy mix, raise important concerns about central bank independence. Such concerns will also need to be examined as these options are considered going forward.
References


20 Twenty-five Years of Inflation Targeting in Australia

Guy Debelle*

1. Introduction

It has been 25 years since Australia adopted an inflation-targeting regime as the framework for monetary policy. At the time of adoption, inflation targeting was in its infancy. New Zealand had announced its inflation target in 1989, followed by Canada and Sweden. The inflation-targeting framework was untested and there was little in the way of academic analysis to provide guidance about the general design and operational principles. Practice was very much ahead of theory.

Now 25 years later, inflation targeting is widely used as the framework for monetary policy. While there are differences in some of the features across countries, the similarities are more pervasive than the differences. And generally, the features of inflation-targeting frameworks have tended to converge over time.

It is interesting to firstly examine how the inflation-targeting framework in Australia has evolved over the past 25 years. Secondly, it is also timely to reassess the appropriateness of the regime. The first is the main task of my paper, the second is the task of the conference collectively.

In terms of the first, the main point I will make is that the Australian framework has not changed much over the past 25 years. The flexible nature of the framework, which was there at its inception, has proven to be resilient to the quite substantial changes in the macroeconomic environment that have taken place since. This is in contrast to some other countries that have moved from an initially rigid definition (which may well have been appropriate at their framework’s inception) towards something more flexible. The framework in Australia was adaptable from the start, which caused some issues in convincing some people of the seriousness of the Reserve Bank of Australia’s (RBA’s) commitment to that framework.

While the specification of the regime has not materially changed, one thing that has changed is the degree of confidence that the regime might actually work. Australia, like other countries, came to inflation targeting after trying a number of alternative approaches to monetary policy. These approaches had not delivered either the desired price stability or acceptable macroeconomic outcomes. Inflation targeting was the next attempt to try to better achieve these outcomes. There was no guarantee of success. Now, after 25 years, there is considerably greater confidence that the regime can contribute to sound macroeconomic outcomes in terms of both inflation and growth. The proof of the pudding has been in the eating.

* Deputy Governor, Reserve Bank of Australia. This draws on a number of pieces I have written on inflation targeting over the past two decades, both at the RBA and the International Monetary Fund. Thanks to Claudia Seibold for her assistance with the data.
is greater confidence and understanding about the framework from the public, from the political process, from financial markets and from the policymakers themselves.

There is also now a large academic literature supporting inflation targeting, and examining and advising on various questions about the appropriate design and operation of the framework. That has validated many of the decisions taken by policymakers in setting up their inflation-targeting frameworks, but has also questioned some features of the framework.

One noteworthy change in the inflation-targeting framework in Australia (and elsewhere) is communication. The content and scope of our communication has increased considerably over 25 years. I will spend some time outlining these changes and the motivation for them.

As I said, the second question about the appropriateness of the regime is very much the theme of this conference. What, if any, changes to the framework might be worth considering? In a later section I will raise some questions that will be considered by other speakers at the conference and provide some brief observations on these issues.

When Glenn Stevens and I wrote in 1995 about the motivations for the (then) new inflation-targeting framework in Australia, we said, ‘If, some years hence, we can look back and observe that the average rate of inflation has a “2” in front of the decimal place, that will be regarded as a success.’ (Stevens and Debelle 1995, pp 82–83) We are now quite some years hence and we can look back and observe that the average rate of inflation has a ‘2’ in front of the decimal place.

2. How Did the Regime Come About?

Unlike a number of inflation-targeting countries, the adoption of an inflation-targeting framework in Australia was evolutionary rather than revolutionary. It was not accompanied by a change to the central bank’s legislation as was the case in New Zealand. Nor did it result from a rapid departure from an exchange rate regime as in the United Kingdom and Sweden. But, like those other cases, it reflected the recognition that previous monetary frameworks had not been successful in delivering either price stability, in the form of low inflation, or desirable macroeconomic outcomes in terms of sustainable full employment.

The inflation target in Australia was outlined in a number of speeches by the then RBA Governor, Bernie Fraser, in 1993 and 1994 (Fraser 1993, 1994). It was a low-key launch, in part reflecting the political climate of the time. As Steve Grenville and Ian Macfarlane noted, it was in the context of locking in the low inflation that had occurred in the aftermath of the early 1990s recession.

The target was the operational interpretation of the goals of monetary policy set out in the RBA’s founding legislation in 1959, namely:

1. the stability of the currency of Australia
2. the maintenance of full employment in Australia; and
3. the economic prosperity and welfare of the people of Australia.

For detailed accounts of the conception of inflation targeting in Australia, those present at its birth are the best source: see Grenville (1997), Macfarlane (1998) and Stevens (2003).
The stability of the currency goal reflects the fact that the legislation was written when fixed exchange rates were the norm. It has been interpreted as preserving the purchasing power of the currency and hence is consistent with the maintenance of low and stable inflation.

As noted, the inflation target was first adopted by the RBA in 1993. It was verbally endorsed by the government of the day. But it was not formally endorsed by the government until 1996, when the first Statement on the Conduct of Monetary Policy (the Statement) was signed jointly by the incoming government and the new RBA Governor, Ian Macfarlane. The political support for the inflation target has been bipartisan. The Statement has been renewed at the start of the term of each of the subsequent two Governors. It has also been endorsed with each change of government.

The Reserve Bank Act 1959 states that monetary policy has both nominal and real objectives. Consistent with that, the Statement makes it clear that the inflation-targeting framework recognises both nominal and real objectives. The flexibility of the target in terms of specifying that the inflation goal will be achieved over the cycle (subsequently adjusted to be ‘on average, over time’) is the feature that recognises the dual mandate. To maintain full employment requires that the economy be on a sustainable path. Thus, the trajectory of economic growth matters, as does the presence of low inflation and financial stability.

In the case of demand shocks, there is not a material conflict between the real and nominal objectives, as the appropriate monetary response is effectively the same. That said, the flexibility of the target potentially allows for greater inflation variability to achieve lower variability in the real economy. However, the experience of other inflation-targeting central banks suggests that this difference is not substantial in practice.

In the case of supply shocks, where the appropriate monetary responses to achieve the real and nominal objectives are likely to be in conflict in the short term, the medium-term horizon of the inflation target in Australia allows for a greater weight to be placed on output stabilisation and a more gradual return of the inflation rate to target than with a strict inflation target. Again, the practice of most central banks over the past two decades has tended to evolve towards the sort of flexibility explicitly recognised in the Australian target, notwithstanding the lexicographic ranking of inflation and output objectives in the specification of some other inflation targets.2

The Statement has not undergone much change since 1996. The current formulation is: ‘an appropriate goal is to keep consumer price inflation between 2 and 3 per cent, on average, over time’. Beyond some drafting changes that simply reflect the passage of time, the most substantive change has been the articulation of the financial stability objective of the RBA, which I will return to later. In terms of the description of the inflation target itself, the only change has been the objective, from keeping ‘underlying inflation between 2 and 3 per cent, on average, over the cycle’ to keeping ‘consumer price inflation between 2 and 3 per cent, on

---

2 For example, the Bank of England Act 1998 states that the objectives of the Bank of England shall be (a) to maintain price stability, and (b) subject to that, to support the economic policy of Her Majesty’s Government, including its objectives for growth and employment (Kuttner 2004).
average, over time’. I regard this as purely a presentational change without any operational consequences.3

As I noted in a speech at the Bank of England last year, inflation targeting and central bank independence are sometimes conflated given their similar birth dates in a number of countries (Debelle 2017). In large part, this is because both were a response to the inflation experience of the 1970s and 1980s. In Australia, just as the inflation target was evolutionary rather than revolutionary, so too, greater central bank independence also evolved through time rather than there being a distinct break from past practice. As Ian Macfarlane (1998) stated:

... the Reserve Bank, by virtue of its Act in 1959, was always given a high degree of general independence as an institution. The fact that it had been unable to exercise this independence in monetary policy for much of the post-war period was due to a practical impediment – it did not possess the instruments of monetary policy.

As these impediments were removed, the RBA was able to become more independent in its setting of monetary policy. Thus, while the formal recognition of this independence was not completely visible until the first Statement in 1996, the practical independence had been there some time before that.

3. The Inflation Target in Practice

How has the inflation target in Australia actually delivered in practice? Figure 1 shows the outcomes for inflation and unemployment and Table 1 summarises the macroeconomic outcomes since the early 1970s. It updates a similar table in Stevens (2016). The table shows that the average headline inflation rate over the inflation-targeting period has been 2.5 per cent, as measured by the consumer price index (CPI). So the inflation target has been achieved over its period of operation.

The inflation target can be thought of as a ‘thick point’ (Stevens and Debelle 1995). This doesn’t mean that inflation with a ‘2’ in front of it implies a zone of policy inaction. It simply acknowledges that inflation will obviously vary through time and that there is probably not much to be gained from being too precise about the appropriate inflation rate, while also recognising that the specification of the inflation target plays an important role in anchoring inflation expectations. It would appear that the latter goal has been achieved because the inflation expectations of the public have generally been consistent with the target.

---

3 The change from underlying inflation in large part reflected the change in the measurement of the consumer price index to exclude mortgage interest rates.
At times, the inflation rate has been above the band; at times it has been below the band (though none of these deviations have been that persistent). This also illustrates the flexibility of the framework, which I will discuss in more detail in the next section. Of note, as is apparent in Figure 1, the inflation outcomes in the past decade have been at the lower end of the distribution of outcomes over the period. That is, as in other countries, inflation in Australia has been lower in the post-crisis period than in the decade preceding it. I will return to this point later in discussing some of the current challenges.
While the average inflation rate has been consistent with the target, the real economic outcomes have also been good. The average unemployment rate in the most recent decade is lower than the one in the decade preceding it, which in turn was lower than the one before that.

Clearly, these outcomes are also a function of the macroeconomic environment, and cannot be solely attributable to the inflation target. Part of the first period of inflation targeting was the NICE (non-inflationary continuous expansion) decade and macroeconomic outcomes in the late 1990s and early 2000s were better in many countries, regardless of whether they had a (formal) inflation target or not. That said, many of the early adopters of inflation targets had experienced sub-par economic outcomes in the 1980s, particularly in terms of high inflation, when other countries had been able to achieve successful disinflations.

But it is important to note that the period for which the inflation-targeting framework has been in place has not been that benign. Most obviously, it has included the Asian crisis and the global financial crisis, as well as one of the largest rises (and falls) in the terms of trade in Australia’s economic history – an event that has been the undoing of the Australian economy a number of times in its history. Moreover, to paraphrase some words from Glenn Stevens in his final speech as Governor: ‘Had anyone, [in 1993], accurately forecast all the international events and simultaneously predicted that things would turn out in Australia as they have, they would not have been believed. But here we are’ (Stevens 2016).

The variability in global output has been higher over the past decade, but in Australia it has been lower. At the same time, the table shows that the variability of inflation has been lower in the inflation-targeting period than in the period before that.

When inflation targeting was in its infancy, there was a lot of research in central banks examining the trade-off between output and inflation variability, and assessing the ability of different policy rules to achieve different points on that trade-off. This work followed on from that of John Taylor, along with Dale Henderson and Warwick McKibbin. The inflation target has been associated with the inflation/output variability curve in Australia shifting in, notwithstanding the volatility of the world more generally. As Glenn noted, one significant contributor to the lower output volatility in Australia has been the avoidance of a large downturn. But the avoidance of a large downturn is in part a function of the avoidance of an inflation breakout, which I would argue can be attributed, to a reasonable extent, to the operation of monetary policy under the inflation target.

Hence, when we look back over the past 25 years: the inflation target has been achieved; real growth has been robust; average unemployment has declined through time; and nominal and real variability has been lower. So I think it is reasonable to argue that the inflation-targeting framework in Australia does seem to have played some part in contributing to the improved outcomes.

---

Stevens and Debelle (1995) is an example of this. See also de Brouwer and O’Regan (1997).
4. **Flexibility in Practice**

I will use four episodes over the past 25 years to illustrate some different features of the operation of the inflation target in Australia, in particular illustrating the flexibility of the target in practice, as well as its forward-looking nature. The first episode is the first tightening cycle under the inflation-targeting framework in 1994/95; the second, the response to the Asian crisis a few years later. The third episode is the introduction of the goods and services tax (GST) in 2000, when the price level was boosted by 3 per cent overnight. The fourth episode is the period around the onset of the global financial crisis in 2007–08.

**4.1 1994/95**

By the middle of 1994, inflation pressures were building as economic growth was accelerating. The unemployment rate had declined by 3 percentage points in two years and wage pressures were evident.

There were doubts about whether the Australian inflation-targeting regime was sufficiently serious enough to be able to curtail these burgeoning inflation pressures. Indeed there were doubts about whether we even really had an inflation-targeting framework. One manifestation of this was that the Bank of England was organising a conference on the nascent area of inflation targeting and wasn’t sure whether Australia should be invited or not. Graciously they did end up including us and invited Glenn Stevens and me to talk about the Australian model alongside the stricter frameworks of New Zealand and Canada.

The flexible specification of the inflation target in Australia was seen as a vulnerability. It didn’t have the electric fence of the more hard-edged inflation targets in some other countries. The ‘over the cycle’ language was too ‘fuzzy’. Reflecting such concerns, bond yields had risen quite significantly in 1994 in anticipation of a material increase in inflation.

But inflation was still at its post-recession lows of 2 per cent when the RBA increased the cash rate by 275 basis points in three moves over the second half of 1994. This pre-emptive tightening was assessed to be necessary to curtail the RBA’s forecast that inflation would rise. It is noteworthy that the tightening occurred with inflation still only at 2 per cent. Financial markets had anticipated that significantly more tightening would be required, reflecting their lack of faith in the new framework. Subsequently, inflation did actually rise to slightly above 3 per cent. The flexibility of the target allowed the avoidance of an unnecessary cost to the real economy of trying to cap the rise in inflation to below 3 per cent, consistent with the dual mandate.

In 1996, as demand pressures were easing, the RBA’s forecast was for inflation to decline. The stance of policy was eased, even though inflation was still above 3 per cent. The flexibility of the target, and its forward-looking focus, allowed the assessment of whether the inflation target was at risk in the medium term to determine the appropriate policy response.

---

5 See Debelle (2009) for a previous summary.
That episode went a long way to enhancing the credibility of the framework with wage and price setters as well as with financial markets. It also increased confidence within the RBA that the inflation-targeting framework would be successful in achieving the RBA’s legislated goals.

4.2 The Asian crisis and exchange rate shocks

At the onset of the Asian crisis, the Australian economy was growing at around trend rates, with domestic demand beginning to accelerate, and underlying inflation at 1.6 per cent. Monetary policy had been eased over the prior year or so in anticipation of the decline in inflation that subsequently occurred. Thus, the Asian crisis hit the Australian economy at a time when it was in reasonable shape with the stance of monetary policy already relatively expansionary.

Exports to east Asia accounted for around one-third of Australia’s exports at the time. In the year following the onset of the crisis, Australia’s exports to the region declined by nearly 20 per cent, directly subtracting around 1 percentage point from aggregate growth. Thus, the decline in output in the east Asian region represented a significant negative demand shock to the Australian economy. Australia’s terms of trade also fell sharply as commodity prices declined, further exacerbating the decline in export demand.

In the event, inflation in Australia rose by less than was forecast, in part because of a decline in the pass-through of the exchange rate depreciation, as well as a greater-than-expected disinflationary impulse from the Asian region that put downward pressure on import prices.

If policy had been set to ensure that inflation did not rise above 3 per cent, the necessary rise in interest rates would have exacerbated the contractionary shock to foreign demand. With the benefit of hindsight, given the lower-than-expected inflation outcomes, this would have resulted in a significant undershooting of the inflation target.

The flexible inflation target served as a useful framework to think about the Asian crisis. Strong consideration was given to the goal of output stabilisation because the inflation target in the medium term was not felt to be in jeopardy. In addition, the policy credibility that had built up since the adoption of the inflation-targeting regime also allowed the RBA greater flexibility in its policy response.

4.3 GST 2000

On 1 July 2000, a 10 per cent GST was introduced. As a result, the price level as measured by the CPI increased by 3 per cent overnight (Figure 2). Hence inflation as measured by the CPI was boosted, in a year-ended sense, by 3 percentage points for the next 12 months. The increase in the price level was fully anticipated by the public and financial markets.
The RBA did not seek to offset the effect of the GST on the price level. Its assumption was that the boost to the price level would be a once-off, and that the (by now well-enhanced) credibility of the inflation target would ensure that medium-term inflation expectations would remain well anchored. The RBA communicated that this was its assessment well in advance of the introduction of the GST to help condition expectations.

Again, the specification of the regime allowed the RBA the flexibility to look through the increase in the price level. It is worth noting that such flexibility would be more problematic under a price level-targeting regime, or even a nominal income target. With a strict price level target, the effect of the GST in boosting the price level would have to be unwound over some period of time, notwithstanding that households were compensated for the change by income tax cuts.

In the event, the credibility of the target and the RBA’s strategy was demonstrated. Inflation expectations remained anchored. Nearly all of the public discussion at the time focused on the inflation rate net of the GST effect. While policy was tightened around that time, it reflected standard sources of price pressure, such as strong growth, a rise in oil prices and a depreciating exchange rate, not the effect of the price level shock.

While the mid-1990s episode went a long way to building the credibility of the framework, the GST episode confirmed that the framework was well entrenched in wage- and price-setting behaviour in the Australian economy.
4.4 2007–08

From around 2006, it became clear that inflation pressures were again growing in the Australian economy. The RBA’s forecasts for inflation were revised upwards in late 2007 and into 2008. Monetary policy was tightened to contain the rise in inflation as the Australian economy was overheating. Inflation reached as high as 5 per cent.

But as the global economy turned south sharply, the RBA was able to change the settings of monetary policy quickly, even with inflation still high. As the facts changed and the outlook changed, in this case quite dramatically, the RBA changed its assessment about the appropriate setting of policy. The fact that inflation was still high as these events unfolded did not constrain the decision to reduce the cash rate. Again, the flexibility and forward-looking nature of the framework together with its recognition of the real, as well as the nominal, goals of monetary policy provided the necessary scope for action.7

4.5 Summary

So throughout its 25 years, the specification of the framework has allowed the RBA to focus on the medium-term outlook for inflation and not be unnecessarily constrained by any current level of the inflation rate. That seems obviously appropriate behaviour now, and reflects the decision-making process in all inflation-targeting frameworks today. But it was not obvious that this was the appropriate approach to monetary policy back at the inception of inflation targeting. While the confidence in being able to use the flexibility in the framework has undoubtedly increased, the willingness to use it has always been there. You will note that I have not included the current cycle of monetary policy in this assessment. That is still to play out and I will leave it to a later iteration of this conference to conduct a post-mortem.

5. Communication

While the flexible operational approach to inflation targeting has been present throughout, the communication by the RBA has changed quite substantially.

Before the introduction of the inflation target, the principal vehicle for the RBA’s economic commentary was the Annual Report and the Bulletin. This commentary often ran to no more than a few pages. There were also speeches on macroeconomic issues by the Governor and Deputy Governor. Changes in the stance of monetary policy had been announced since 1990 (which was quite innovative at the time), but were generally a one-line statement announcing the decision to change the cash rate. That was the extent of the public communication. There was not much information to understand the central bank’s general approach to monetary policy or the central bank’s reaction function. Financial markets had to employ large teams of analysts to divine the central bank’s intentions.

The advent of the inflation-targeting framework saw communication increase, though it should be noted that this was a worldwide phenomenon and not confined to inflation-

---

7 In this instance, most central banks responded in a similarly flexible way. In large part, I would argue this reflects the convergence to more flexible frameworks by this time.
targeting central banks. Why was there such an increase in communication? One reason that I have stated before is that the inflation-targeting central banks did not have a good track record of monetary policymaking. So there was a need to build that track record. A track record requires a track and inflation targeting provided that track. But then you also need to make it clear to people how you are progressing along that track and that is where the communication is important.

Given the relatively poor starting point, a high level of communication and transparency was necessary to build credibility as quickly as possible, to enhance the effectiveness of monetary policy and to help anchor inflation expectations. Mervyn King described this in his 1997 paper (King 1997) as ‘trust building by talk’. That was very much the goal of communication when inflation targeting was in its infancy.

Similarly, communication was a mechanism to deliver accountability. As I noted earlier, inflation targeting often went hand in hand with greater central bank independence. The *quid pro quo* for greater independence was greater accountability. In Australia’s case, the need for accountability, and communication as one mechanism to deliver that accountability, was reflected in the first Statement on the Conduct of Monetary Policy, which stated that ‘it is important that the Bank report on how it sees developments in the economy, currently and in prospect, affecting expected inflation outcomes’. It noted that this would include the *Statement on Monetary Policy (SMP)*, public addresses and required semiannual appearances of the Governor before the Parliament.

Today, the extent and nature of communication have increased still further. The *SMP* is a comprehensive document detailing the assessment of the current conjuncture, the RBA’s outlook for the economy, the risks and uncertainties around that outlook, and an explanation of the Board’s assessment of the monetary policy settings. The scope and content of the *SMP* has grown materially over the past 25 years.

All monetary policy decisions are accompanied by a statement explaining the basis of the decision (whether the stance is changed or not). Minutes of the Board’s decision-making meeting are published two weeks later. The number and frequency of speeches by the Governor and Deputy Governor, as well as other senior RBA staff, have increased. The *Financial Stability Review* is published twice each year providing the RBA’s assessment of those issues. There is a website which makes this material, as well as other material describing the monetary policy framework, readily available to the public. There is also an extensive business liaison program and recently an increased focus on public education about the RBA’s role. So the volume of communication and overall transparency have increased materially.

In considering the changed nature of the communication, it is important to ask two questions: what is the objective of the communication? and to whom are we communicating?

---

8 The RBA’s accountability is collective rather than individual so the minutes represent the collective view of the Board rather than conveying any individual’s views. The Board as a whole is accountable, in large part reflecting its composition where the majority of members are business people rather than practising economists. Individual accountability in the RBA’s case may compromise the ability of the business members of the Board to take decisions in the national interest rather than their sectoral interest (Stevens 2007).
One of the critical roles of communication is a vehicle for accountability. That communication is directed to the parliament and the public, to whom the RBA is accountable. It is also important that the public and parliament have a good understanding of the inflation-targeting framework to enhance understanding as to why policy decisions are being taken. They may not always agree with them, but it is important that they can understand the rationale behind them.

Communication can help anchor inflation expectations, which in turn helps enhance the effectiveness of the regime. There is strong evidence that anchoring of inflation expectations has been enhanced over the past 25 years.9

It is also important the central bank’s reaction function is understood. That is helpful for the effective and timely transmission of monetary policy. It helps to ensure that inadvertent monetary policy surprises don’t occur, which serves to enhance the overall credibility of the regime. This communication is important for businesses and households in their decision-making. On the basis of their outlook for the economy, they can have confidence in how the central bank is likely to react and what that would imply for their borrowing costs. An understanding of the reaction function is also important for financial markets participants in setting financial markets prices that form an important part of the transmission mechanism of monetary policy actions.

The effectiveness of communication or transparency is sometimes measured by interest rate surprises. While this might be appropriate in some cases, sometimes the surprise happens through a previous signal by the central bank. In my view, the surprise should be primarily confined to data or event surprises. That is, with a well-understood reaction function, the vast bulk of surprises should come from unexpected developments, not unexpected actions by the central bank.

The amount and content of communication has been one of the most substantive changes over the past 25 years. That has, in my opinion, been clearly beneficial for the accountability of the RBA, as well as the effective functioning of the inflation-targeting framework. That said, it is always worth checking that the increased communication is delivering signal rather than noise. That is, the quality of the message is more important than the quantity.

6. Open Issues

I have argued that the inflation target has delivered macroeconomic outcomes that have been beneficial for the Australian economy. I think a strong case can be made that it has contributed materially to better economic outcomes than the monetary frameworks that preceded it. I have also noted that the framework in Australia has not changed much over the 25 years of its operation, with the notable exception of communication.

So does that mean that the current configuration of the inflation target is the most appropriate or even that inflation targeting is the most appropriate framework for monetary policy? What changes could be contemplated? Those questions are going to be addressed in other papers.

---

9 This is very evident in consensus forecasts and surveys of union inflation expectations, *inter alia*. 
at this conference. But let me raise some here and discuss issues worth considering around each of them.

The first is the role of financial stability in an inflation-targeting framework. The RBA research conference last year considered this issue at some length (Hambur and Simon 2017). As I said earlier, financial stability is now articulated in the Statement. I talked about this issue at the Bank of England last year (Debelle 2017) and Ben Broadbent is addressing it at this conference. One question that arises is how the financial stability goal interacts with the inflation target. Is it a separate goal that sets up potential trade-offs or is it aligned with the inflation-targeting goal? In the latter case, a potential reconciliation is the time horizon. When it materialises, financial instability is likely to be detrimental to inflation, unemployment and output: the global recession of 2008 and the subsequent slow recovery in a number of economies bears testament to the potential costs of financial instability (although here in Australia we didn't experience this to as great an extent). So over some time horizon, potentially quite long, the inflation target and financial stability are aligned. But translating this into monetary policy implications over a shorter time horizon is a large challenge, which still seems to me to be far from resolved.

What about alternative regimes? Price level targeting is one that has been considered in some countries, including Canada, and has been proposed in the academic literature (Ball, Mankiw and Reis 2005). One argument for a price level target is that it delivers predictability of the price level over a long horizon. It is not clear to me that this is something that is much valued by society. By revealed preference, the absence of long-term indexed contracts suggests that the benefits are not perceived to be high. I struggle to think of what contracts require such a degree of certainty. To me the benefits mostly derive from having inflation at a sufficiently low level that it doesn't affect decisions. That supports an inflation target rather than a price level target. One important difference is that an inflation target allows bygones to be bygones, whereas a price level target does not. In a world where there are costs to disinflation (and particularly deflation), the likely small gains from the full predictability of the price level that comes with a price level target are not likely to offset the costs of occasional disinflations following positive price level shocks. Another challenge is how fast the price level should be returned to its target level. This presents both a communication and an operational challenge as the speed is likely to vary with the size of the deviation.

While the argument at the moment is that a price level target allows the central bank to let the economy grow more strongly after a period of unexpectedly low inflation, I do not think that practically this will deliver better outcomes than a flexible inflation target. That is an empirical question in the end that is worth testing.

The appropriate level of the inflation target is currently being debated in some parts of the world, including the United States. The argument for a higher target rate of inflation is that it might reduce the risk of hitting the zero lower bound because a higher inflation rate would result in a higher nominal interest rate structure. In thinking about this, we should ask the question as to whether what we have seen is the realisation of a tail event in the historical distribution of interest rates (for a given level of the real interest rate). While this event has now lasted quite a long time, if you thought it was a tail event, then you would expect the
nominal rate structure to revert back to its historical mean at some point. If it is a tail event, and the world has just been unlucky enough to have experienced a realisation of that tail event, then there would not obviously be a need to raise the inflation target. We also need to question whether the real interest rate structure has shifted lower permanently, because of permanently lower trend growth say, which would also shift down the nominal rate structure and increase the likelihood of hitting the zero lower bound.

Also, as with price level targeting, in thinking about this question, it needs to be taken into account that it is highly beneficial to have the inflation target at a level where it doesn’t materially enter into economic decision-making: 2–3 per cent seems to achieve that. We know that some number higher than 2–3 per cent will materially enter decision-making, because we have had plenty of experience of higher rates of inflation that demonstrate that. How much higher though, we don’t really exactly know.

Another consideration in answering the question of whether the inflation target is at the right level is the range of policy instruments in the toolkit. Over the past decade, this toolkit has expanded at a number of central banks. For example, we now know that the zero lower bound is not at zero. Asset purchase programs have been utilised and the assets purchased have included sovereign paper and also assets issued by the private sector. An assessment of the effectiveness of these instruments is still a work in progress. We also need to think about whether they are part of the standard monetary policy toolkit or whether they should only be broken out in case of emergency.

Nominal income targeting is another alternative regime to inflation targeting. I am not convinced that flexible inflation targeting of the sort practised in Australia is significantly different from nominal income targeting in most states of the world. I also think that there are some quite significant communication challenges with nominal income targeting. Firstly, nominal income is probably more difficult to explain to people than inflation. Secondly, as a very practical matter, nominal income is subject to quite substantial revisions, which poses difficulties both operationally and, again, in communicating with the public.

Finally, one criticism of inflation targeting more generally is that central banks are fighting the last war. The fact that, for a number of years now, inflation globally has been stubbornly low is not obviously the signal to declare victory over inflation and move on. Indeed, the declaration of victory may well be the signal that hostilities are about to resume and that inflation will shift up again. Moreover, even if victory can be declared that doesn’t mean you should go off to fight another war in another place without securing the peace. Inflation targeting can help secure the peace.

7. Conclusion

Today, inflation targeting is now the default framework for monetary policy. This is in stark contrast to the situation 25 years ago, when inflation targeting was greeted with a large degree of scepticism. At its heart, inflation targeting is a simply expressed acknowledgement of what monetary policy can achieve and what it can’t. The flexible version of inflation targeting
that has been present in Australia since its inception was once regarded as an outlier, but over time we have seen most other regimes evolve in that direction, either through explicit changes to the regime or in practice. The dual mandate of the RBA is embodied in the flexible expression of the target.

Over the past 25 years, there have not really been material changes in the specification of the inflation target in Australia. The extent and content of our communication has increased, in line with the general trend across all central banks. This has helped to enhance the understanding of the public of what the RBA is aiming to achieve and, thereby, increased the effectiveness of monetary policy.

The inflation target has made a material contribution to the very satisfactory macroeconomic outcomes that the Australian economy has enjoyed over the past 25 years. Inflation has been consistent with target. The unemployment rate, on average, has been lower and less variable than in earlier periods. This has gone a long way to fulfilling the mandate of the RBA of contributing to the welfare and prosperity of the Australian people.

But it is important to continue to question whether the framework remains the right framework going forward and whether there are enhancements that could be made to it. There is now a much greater community to draw on to help answer those questions, both from central banks and from academia, in contrast to the situation 25 years ago when inflation targeting was a new frontier.
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General Discussion

The presentation of the experiences of the three countries back to back made it clear that, while the inflation-targeting frameworks each country operated were broadly similar, the political and economic contexts in which they developed had important differences. These differences have had, in turn, important effects on the way the regimes have evolved over the past 25 or so years. The general discussion considered a number of the most notable differences between the regimes, which are summarised in turn below.

Discussion began on whether the inflation-targeting regime should use a range or a target. One participant asked if the introduction of a range in Australia, Canada and New Zealand had provided a better anchor for inflation expectations than might have been the case with a point target. Participants broadly agreed that a range was chosen initially because they believed that central banks only had so much control over inflation. Inflation wasn’t expected to remain within the target ranges nearly as much as it actually did and central banks were concerned that a point target would imply a higher degree of control than they had, which would lead to a loss of credibility. Many participants stated that a point target may help focus expectations, but with the benefit of experience, they did not see much practical difference between a point or a range target.

Participants then considered whether small differences in the level of the target were important. One participant raised the concern that if the Phillips curve is very flat, a 0.5 per cent difference in inflation can have a large effect on the economy. Another participant agreed; they stated that 25 years ago central banks were working out whether they could get 2 per cent rather than 10 per cent inflation, but small distinctions may matter now. This prompted a discussion of the optimal degree of flexibility for monetary policy. One participant stated that there was a tension between revealing the central bank’s reaction function and discretion for flexible inflation targeting. Another participant responded, saying that it’s impossible to pin down exact policy responses, but central banks need to explain deviations.

The discussion also highlighted that the degree of public understanding plays an important role. Many participants noted that the public often doesn’t know details about the inflation target or the current level of inflation. This is apparent even after 25 years of increased communication, transparent policies and repeated statements. Some participants suggested that this may be because of rational inattention: inflation has been low and stable for a long time so the public doesn’t need to pay attention to the actions of the central bank. However, one participant stressed the need for communication with the public if there were any changes to the framework.

Participants also discussed the risks from changing the inflation target. One participant noted that many central banks were reviewing whether inflation targets were too low. Another participant said they were surprised at how little change in targets had taken place over the
past 25 years. There was agreement that this was likely because of the large fixed costs to changing the regime. One participant stated that these costs arose because expectations were so strongly anchored and this had been embedded into asset prices. Any changes to the target could cause significant redistributions of wealth. Another participant likened the situation to a fixed exchange rate regime and quoted Rudi Dornbusch: ‘the frequency of change is an imminent predictor of a regime’s demise’. However, that participant also acknowledged the apparent low costs of the incremental changes that have been made to New Zealand’s regime since its inception.

A number of participants discussed the process of evolution among inflation-targeting regimes. One participant suggested that the smaller central banks that pioneered inflation targeting (Australia, Canada and New Zealand) were more likely to pursue modifications than large central banks who had only recently adopted inflation targeting. Another participant pointed out that this appeared to be part of a convergence process over the past 25 years. Another participant posed the question: should the force for change be internal, through central bank renewals and reviews, or external, through a push by politicians?

The lack of public engagement with inflation targeting was a concern of participants. One participant wondered whether we needed more public debate about inflation targeting. Public consultations and reviews are important for building and maintaining the credibility of the framework with the public. But many participants were troubled by the lack of political concern in recent years as the public viewed the issues as ‘settled’. They thought that renewed engagement with politicians and informed debates about the monetary policy framework would be beneficial. However, participants were cautious of politicising the framework, especially around election cycles.

Another participant wondered whether the process of regular research and ‘renewals’ of inflation-targeting regimes could have unintended costs. A potential pitfall to the consultation and renewal process is that the central bank may not change their framework and this may make the process look like a formality. A second pitfall is that constant discussion about changes to the target may weaken the anchoring of inflation expectations and the credibility of the framework. Participants suggested that small, incremental changes within existing frameworks may be a way to address these concerns.

A range of questions focused on central banks having multiple mandates, such as price stability and unemployment. Some participants questioned whether each mandate should be given equal weight, or whether price stability should be a primary objective. One participant asked how employment mandates should be interpreted: one suggestion was that it should mean avoiding long-lasting downturns and the resulting hysteresis. Another participant noted that increasing the number of goals of a central bank required careful communication to ensure credibility is maintained. Participants also discussed how central banks in small open economies should respond to the exchange rate. One participant noted that the volatility of the exchange rate should be a secondary concern as smaller economies have less control over the level of the exchange rate.
A number of participants asked questions about the role of financial stability considerations in an inflation-targeting framework. Some participants thought that the potential trade-offs, such as the effects of unconventional monetary policy, were not discussed enough. The focus on financial stability by many central banks has tended to be on the housing sector and household debt, because that’s where the vulnerabilities are.

One participant asked whether central banks’ approaches to financial stability had changed since the early 2000s, when there were also asset booms in many countries. Participants noted that macroprudential actions had been taken in recent years. Participants concluded that it was unclear whether the monetary policy reaction functions had changed over the period in question or whether the economic and financial circumstances, including the structure of balance sheets, were different. One participant noted that the global financial crisis had also raised general awareness of financial stability concerns.

Some participants discussed monetary policy committee arrangements. One participant stated that committees do not imply better decisions, but it is important to ensure that diverse views are considered and committees can enable this. Another participant agreed, saying that while committees may increase the quality of the decision-making process, it is not obvious that they would result in material changes in decisions. One participant suggested moving towards individual accountability of members of monetary policy committees, as this can play an important part of the public process that sustains public confidence in those institutions.

Overall, participants thought that inflation targeting had performed better than they had expected when it was introduced. However, central banks should engage more with their governments and the broader public about the future evolution of their monetary policy frameworks.
1. Introduction

The Reserve Bank of Australia’s (RBA’s) policy rate (known as the ‘cash rate’) is not directly linked to the interest rates Australians pay on their mortgages, nor the rates they receive on their deposits.1 These rates are mostly determined by the banking system.2 However, the cash rate does have a strong indirect effect on these rates through its effect on banks’ cost of funding (the interest rates banks pay on their liabilities and the banks’ cost of equity). The question we seek to address is ‘how much does the cash rate influence banks’ lending and deposit rates?’

This is an important question for the RBA – understanding how cash rate changes are passed through to banks’ lending and deposit rates ensures the RBA can set its cash rate target appropriately to achieve its goals. Knowledge of how pass-through is influenced by the level of the cash rate is also important for ascertaining any limits on pass-through.

While there are a number of monetary policy transmission channels (see Atkin and La Cava (2017) for an exposition), from the perspective of Australian households, the transmission through banks’ lending and deposit rates is the most explicit; almost one-quarter of working-age Australians currently have a bank loan, while almost all have a deposit account (World Bank 2017). Therefore, correcting any mistaken perceptions about pass-through is important for households’ decision-making. For example, if households erroneously believe the link between the cash rate and lending rates has weakened, they may underestimate the effect future cash rate increases will have on their mortgage rates, potentially leading to mortgage stress when these increases occur. On the other hand, erroneously believing future cash rate reductions will not be passed through would dampen the effect monetary policy has via households’ forward-looking decision-making (e.g. the consumption versus saving decision).

Unfortunately, determining how much the cash rate influences banks’ lending and deposit rates is not straightforward. This is because banks’ lending and deposit rates are influenced by many factors other than the cash rate (and expectations of future cash rates), and it is difficult to distinguish the influence of the cash rate from these other factors.

---

1 The RBA implements monetary policy via a target for the average interest rate banks charge each other for unsecured overnight loans – the ‘cash rate’. See Baker and Jacobs (2010) for information on how the RBA operates in markets to achieve this target.

2 In addition to banks, loans can be made by non-bank authorised deposit-taking institutions (non-bank ADIs) and non ADIs. However, the non-bank share of the market is currently small. For example, non-bank ADIs account for less than 3 per cent of outstanding residential mortgages (APRA 2018), while non ADIs account for less than 5 per cent (Gishkariany, Norman and Rosewall 2017).

* The authors are from Economic Research Department (Brassil) and Domestic Markets Department (Cheshire and Muscatello) of the Reserve Bank of Australia. Views expressed in this paper are those of the authors and not necessarily those of the Reserve Bank of Australia.
Included in these other factors are the various risks that banks take into account when setting interest rates. These include the risk of the borrower not repaying the loan (credit risk), the risk to the bank of not having the money available for withdrawal requests (liquidity risk), and the risk that future short-term interest rates will not turn out as expected (interest rate risk). Banks’ rates are further influenced by banking regulations, competition, and conditions in banks’ various funding markets (including offshore markets).

By focusing on the cash rate we do not mean to suggest that these other factors are unimportant. During the late 1980s and 1990s, increased competition following the deregulation of the financial system caused a large reduction in the major banks’ net interest margins (RBA 2014b). More recently, the global financial crisis prompted disruptions to banks’ funding markets, changes in risk perception, and regulatory changes (e.g. Davies, Naughtin and Wong 2009; RBA 2014b).³

Rather, these other factors are not the focus of this paper (they are, however, examined in regular RBA analyses – see, for example, annual RBA Bulletin articles on banks’ funding from Davies et al (2009) to McKinnon (2018)). As the focus of this paper is the influence of the cash rate on banks’ lending and deposit rates, it is important to abstract from changes in these other factors to determine the influence of the cash rate.

To show why it is important to abstract from these other factors, Table 1 provides pass-through estimates from regressions that do not control for changes in any other factors that influence banks’ interest rates. In the 1986–94 subset, the deviations of these estimates from unity partly reflected regulations, competition, and changes in risk (Lowe 1995). In the two post-2007 subsets, the pass-through estimates differ markedly from the estimates in this paper that properly control for the other factors.

### Table 1: Simple Linear Relationships of Bank Rates with the Cash Rate

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Housing (variable)</td>
<td>0.56</td>
<td>1.00</td>
<td>0.75</td>
<td>0.80</td>
</tr>
<tr>
<td>Large business (variable)</td>
<td>0.83</td>
<td>0.72</td>
<td>0.75</td>
<td>1.24</td>
</tr>
<tr>
<td>Credit card (variable)</td>
<td>0.36</td>
<td>0.81</td>
<td>0.08</td>
<td>–0.06</td>
</tr>
<tr>
<td>Term deposit (1 month)</td>
<td>0.75</td>
<td>0.71</td>
<td>0.27</td>
<td>0.57</td>
</tr>
<tr>
<td>Term deposit (12 months)</td>
<td>0.78</td>
<td>1.07</td>
<td>0.59</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Notes: Each number is the ordinary least squares estimate of the slope coefficient in a simple linear regression of the bank interest rate on the cash rate. Sources: Authors’ calculations; Lowe (1995); RBA.

Since properly abstracting from the other influences on banks’ rates is difficult, Table 1 likely reflects people’s perceptions of monetary policy pass-through. For the decade from 1997, people were used to seeing variable home loan rates move one-for-one with the cash rate. The fall in the simple pass-through estimates since the onset of the financial crisis may have

³ The RBA Board has accounted for financial market and regulatory developments when setting the cash rate target (e.g. Debelle 2012; Lowe 2012).
caused people to think the potency of monetary policy has diminished. This paper seeks to provide a more accurate estimate of monetary policy pass-through.

1.1 Summary of our approach and results

A common approach to estimating monetary policy pass-through is to directly analyse the effect of cash rate changes on various lending and deposit rates. This approach (discussed in Section 2) presents some significant challenges for separately identifying pass-through from the aforementioned ‘other factors’ that influence banks’ rates. Instead, we create a novel framework for indirectly measuring the pass-through of monetary policy that overcomes many of these challenges. Specifically, we:

- construct a detailed model of banks’ balance sheets, incomes, and expenses;
- calibrate this model using data the major banks report to the Australian Prudential Regulation Authority (APRA) and interest rate data held by the RBA (accuracy is assessed by comparing other more aggregated data to the equivalent aggregates produced by our model);
- determine the effect of the cash rate (and expectations of future cash rates) on what we define as the ‘non-discretionary’ components of the banks’ balance sheets (Table 2);
- the non-discretionary components are those where the banks have little control over pricing, either because they are price takers in the respective markets (e.g. wholesale debt funding and securities held as assets), the price is fixed by virtue of the product (e.g. non-interest bearing deposits), or because of regulations defining how the price must be set (e.g. provisions for expected losses);
- determine the effect of the cash rate on return on equity (ROE); and
- use the balance sheet identity to equate this ‘intermediate pass-through’ to the non-discretionary components and ROE with the pass-through to discretionary lending and deposit rates.4

<table>
<thead>
<tr>
<th>Table 2: Stylised Balance Sheet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Assets</strong></td>
</tr>
<tr>
<td>Non-discretionary</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Discretionary</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Notes: (a) Provisions subtract from the value of assets
(b) Examples include bonds, certificates of deposit, bank bills, asset-backed securities, and hybrid securities
(c) Deposits of corporations, pension funds, and governments

4 By ‘discretionary’ we mean that the price is a choice variable of the bank. Importantly, we are not claiming that this choice is unconstrained (e.g. competition and regulations constrain banks’ choices), only that it is not exogenously determined.
This approach has several advantages over existing approaches. By looking at each part of the balance sheet separately, we are able to model each component in the way most appropriate for that component (so we can more accurately control for the other factors mentioned above). And by focusing our analysis on the non-discretionary components of the banks’ balance sheets, our analysis is not influenced by unobserved changes in banks’ pricing decisions (e.g. due to changes in demand for particular funding sources).

Moreover, we are able to determine whether the intermediate pass-through to some components offsets the intermediate pass-through to others; this is important as these components may change in size in the future. We can evaluate whether the speed of intermediate pass-through differs between components, and can identify any differing nonlinearities. And for components with long maturities or interest rate hedges, we can determine when the peak effect of any cash rate change will occur.

We document several interesting findings:

• The major banks’ assets and liabilities have similar repricing structures, and almost all of the remaining interest rate risk is hedged. Therefore, changes in the cash rate do not have the mechanical effect on net interest spreads that they would if assets and liabilities repriced at different speeds. This differs from other banking systems where repricing mismatch is a more important component of policy transmission.

• We estimate that the major banks source around 9 per cent of their debt funding from deposits that pay either no interest or a low fixed rate of interest (henceforth, no-/low-interest deposits). Cash rate reductions increase the relative cost of these deposits, but the banks smooth this adjustment through hedging. Our model can estimate both the relative cost increase and the timing of these smoothed cost increases. These deposits have directly contributed 23 basis points to the major banks’ relative cost of debt funding since January 2007 (relative to current and expected cash rates); they are now among the largest contributors to the increase in the majors’ relative debt funding costs since 2007. Due to the smoothing, we estimate that the direct contribution of these deposits will peak at 31 basis points around the end of 2020.

• Recently, the low level of the cash rate may have caused depositors to shift away from higher interest deposits into no-/low-interest deposits; this would partially offset the above direct effect (by a maximum of 8 basis points).

• We find that the major banks’ provisions for potential future losses have a positive relationship with the cash rate (new provisions effect profitability and may therefore influence pass-through). This is expected; after controlling for changes in macroeconomic conditions (and forecasts of these conditions), lower interest rates reduce both the probability of borrower default (due to lower required repayments) and the expected loss given default (due to higher asset prices).

° Cutting the cash rate from 7.25 per cent to 1.5 per cent is estimated to have reduced annual provisioning rates by 41 basis points.
The major banks’ cash and liquid assets spread has a negative relationship with the cash rate, consistent with several of the assets within this category not paying interest. However, this asset category makes up just 3 per cent of the major banks’ balance sheets, so we estimate that these assets increase the major banks’ relative return on assets by 2 basis points per 100 basis point reduction in the cash rate.5

While the timing of the effects have differed, the features identified above have been partially offsetting and have had a small aggregate effect. In aggregate, intermediate pass-through has been slightly amplified by these non-discretionary components. On average since 2003, intermediate pass-through to these non-discretionary components has been 103 to 109 basis points per 100 basis point cash rate change.

Our estimates suggest that, between 2003 and 2012, the major banks’ ROE moved to offset the non-discretionary amplification, such that aggregate pass-through to lending and deposit rates was broadly one-for-one. Conversely, from mid 2012, ROE has moved to offset changes in provisioning rates, but has not moved with either the cash rate or the remaining non-discretionary components. This has more than offset the amplification coming from the non-discretionary components, such that aggregate pass-through to lending and deposit rates has been less than one-for-one since mid 2012.

That said, with equity comprising around 8 per cent of the majors’ funding, the aggregate effect is small. If this intermediate pass-through were spread evenly across the majors’ discretionary lending and deposit rates, the deviation from one-for-one pass-through would be around 11 basis points for every 100 basis point change in the cash rate since mid 2012. In other words, aggregate pass-through has been around 90 per cent since mid 2012. So this channel of monetary policy transmission is still very effective (in contrast to the estimates in Table 1).

Importantly, further substitutions into no-/low-interest deposits will increase the direct funding cost impact of any further cash rate reductions (assuming these deposit rates remain fixed). While the process of substituting to these no-/low-interest deposits will offset the direct effect in the near term, there is a limit to how much this can offset the increasing direct impact. Therefore, there is a point beyond which we would expect the pass-through from cash rate reductions to be much lower than what we have estimated in this paper.6

To the extent that shareholders value an ROE that does not move with the cash rate, increasing the correlation between ROE and the cash rate may increase the future cost of equity, thereby increasing future average prices for the banks’ customers. Evaluating the size of this trade-off, and whether the banks’ customers would prefer lower average prices or greater pass-through, is beyond the scope of this paper.

5 The cash and liquid assets referred to here are those in the ‘cash and liquid assets’ category reported to APRA. Importantly, ‘trading securities’ and ‘investment securities’ are in separate categories, even though they may be liquid.

6 This assumes that no-/low-interest deposit rates cannot go below zero. There are policy suggestions that could allow deposit rates to move below zero; see Rogoff (2017), for example.
2. Literature Review and Our Approach

The pass-through of monetary policy to banks’ lending and deposit rates has been well researched internationally. In recent years this has included analysis of the effects of zero or negative interest rates amid concerns about whether banks would pass through interest rate decreases, and what impact this would have on both their profitability and financial stability more broadly (e.g. Coeuré 2012; Bech and Malkhozov 2016).

Importantly, bank profitability and interest rate pass-through are two sides of the same coin; any change to a bank’s non-discretionary funding costs requires a change in its ROE and/or a change in lending/deposit rates. So the literature estimating pass-through is connected to the literature estimating the impact of low interest rates on banks’ profitability.

Theoretically, there are several reasons why monetary policy changes may not be fully passed through to lending and deposit rates. There is the traditional view of banks as institutions that lend at long maturities and borrow at short maturities. If these lending rates reprice infrequently, unexpected changes in monetary policy will take time to flow through to the real economy. There are several general and partial equilibrium models that incorporate this maturity mismatch (either explicitly or implicitly via repricing frictions) and find that monetary policy shocks are attenuated by the banking system (e.g. Gerali et al 2010; Andreasen, Ferman and Zabczyk 2013; Alessandri and Nelson 2015).

Monetary policy may not fully pass through if changes in the policy rate affect banks’ profitability. Bruebmermeier and Koby (2017) argue that policy rate reductions beyond a certain level will be contractionary. This occurs because policy rate reductions shrink banks’ net interest margins (after the short-term benefit of liabilities repricing faster than assets subsides), reducing profitability. Beyond some point, profitability is sufficiently inhibited to cause banks to shift away from risky lending (due to regulatory constraints requiring more capital to be held against these loans); the more the policy rate falls, the more this constraint binds, and the more contractionary the policy becomes.

Monetary policy may not fully pass through if there are bounds on some interest rates. Eggertsson, Juelsrud and Getz Wold (2017) build a New Keynesian dynamic stochastic general equilibrium model in which deposit rates have a floor because people have the ability to switch into cash. In their model, this floor means policy rate reductions below the floor have no effect on banks’ funding costs, and therefore do not pass through to lending rates.

Ultimately, whether monetary policy fully passes through to lending and deposit rates is an empirical question. There are three common approaches in the literature: stationary time series models, the analysis of long-run relationships, and panel models.

Stationary time series models, such as univariate regressions and vector autoregressions, use the co-movement between monetary policy rates and bank rates over time to identify how much monetary policy is passed through to bank rates. Some studies, such as Angeloni and Ehrmann (2003) and de Bondt (2005), use a small number of variables in their analysis (such as bank rates, money market rates, and the policy rate); implicitly assuming that monetary policy is not correlated with any of the excluded variables that would influence bank rates.
This assumption is problematic. We know that banks account for changes in both their cost of funding and the risk of their loan portfolio when pricing their loans. We also know that increases in perceived risk often occur at the same time as central banks cut their policy rates to stabilise their economies (e.g. when there is an increase in the probability of a recession). Including more controls can help identify the true relationship between monetary policy and bank rates. von Borstel, Eickmeier and Krippner (2016) use a factor modelling approach that allows them to parsimoniously include a much larger set of controls. However, even these large studies typically do not include controls for the risk of the loan portfolio. They typically assume the relationships are linear and that there are no structural changes, such as changes in portfolio composition, competition or regulation. They also implicitly assume that the balance sheet components they have not included, such as expected loan losses and profitability, are not correlated with the monetary policy variable, which theoretically need not be the case (e.g. Van den Heuvel 2007).

Another issue with stationary time series models is that they implicitly assume the timing and magnitude of pass-through to bank rates is constant over time. This assumption will be violated if banks have some discretion over when they change their bank rates, or if the bank rates are long-term rates, in which case the model would need to control for expected future policy rate changes. To overcome these issues, and the abovementioned issues with using only a small number of variables, a very common approach is to analyse long-run relationships between monetary policy and bank rates. Examples include, Lowe (1995), Borio and Fritz (1995), Aristei and Gallo (2014), Darracq Paries et al (2014), Horvath, Kotlebova and Siranova (2018), and Cook and Steenkamp (2018).

If the monetary policy rate and bank rates have a unit root and are cointegrated, then, with a sufficiently large sample, the long-run relationship between these variables can be identified without needing to control for any stationary variables (this is the super-consistency property of cointegrated variables, see Maddala and Kim (1998)). However, monetary policy rates in inflation-targeting economies can only have a unit root if the neutral real rate has a unit root. Moreover, there is evidence that interest rates were mean-reverting before inflation targeting (see Figure 2 in Simon (2015)). Studies that analyse long-run relationships typically test for the presence of unit roots, but while these tests have nice asymptotic properties, they are known to have poor finite sample properties (Andries and Billon 2016). Moreover, even if these variables were cointegrated, accurately estimating the cointegrating relationship requires a time series sufficiently long that the variance of the common stochastic trend dominates the variances of the stationary variables; this is unlikely to be the case when estimating recent pass-through, especially when one considers how much risk spreads changed during the global financial crisis. As

---

7 In the long run, monetary policy rates equal the neutral real interest rate plus inflation, with the neutral real rate being the real interest rate that equates saving and investment in the long run, and inflation being determined by the inflation target (McCririck and Rees 2017). There is disagreement as to whether global neutral real rates have a unit root or whether they exhibit structural breaks and/or nonlinear mean reversion (Neely and Rapach 2008).
a result, these long-run analyses are likely subject to the same biases as the stationary time series models.8

The final common method is to use panel data; that is, instead of using aggregate data, one uses data on many individual banks over time. One advantage of panel data is that it allows the researcher to control for the various features of individual banks that may change over time and confound aggregate estimates of pass-through. That said, the panel models still require the researcher to have properly controlled for variables correlated with both monetary policy and bank rates. One way to do this is to include time fixed effects and to interact the policy rate with some of the time-varying bank-specific features. But then the researcher is only able to identify the features that cause pass-through to differ across banks, rather than the aggregate pass-through.

Because panel models ideally have a large cross-section, they are best used in jurisdictions with a large number of different banks (e.g. the euro area or the United States). Examples of papers with panel models include Gambacorta (2008) and Hristov, Hüsewig and Wollmershäuser (2014). The profitability literature referred to above also typically uses panel models. Examples of these papers include Borio, Gambacorta and Hofmann (2015), Claessens, Coleman and Donnelly (2017), and Altavilla, Boucinha and Peydró (2017).

Unfortunately, panel data is unlikely to sufficiently aid pass-through estimation in Australia. Australia has a small and highly concentrated banking system with little variation among the balance sheets of the major banks.9 And while there is more variation among the smaller Australian-owned and foreign-owned banks, extrapolating this information to the major banks would require the brave assumption that we had completely controlled for everything that would cause the major banks to respond differently to the other banks.

In Australia, Lowe (1995) finds that between 1986 and 1994, banks’ lending and deposit rates moved far less than one-for-one with the cash rate (some of these results are reported in Table 1). Apergis and Cooray (2015) report evidence of asymmetric pass-through, but do not report the level of pass-through. However, their paper falls into the category of the long-run analyses discussed above, and their finding of asymmetric pass-through could just be proxying for changes in pass-through over time (the cash rate was rising in the first part of their sample, then falling in the second).

2.1  Our approach

Instead of using regression techniques that estimate pass-through by trying to directly control for the various other influences on banks’ lending and deposit rates (i.e. the approaches above), we construct a detailed model of banks’ balance sheets. We then use data that the major banks report to APRA and interest rate data held by the RBA to calibrate

---

8 To get an idea of the potential problem, the regressions in Table 1 are typical of the long-run analysis literature, with these pass-through estimates differing markedly from the results of our analysis.

9 There are 86 banks in Australia (of which 44 are branches of foreign banks), with the 4 major banks accounting for around 80 per cent of domestic banking assets. In contrast, the US and European banking systems consist of thousands of banks, and are far less concentrated than the Australian banking system (based on the Herfindahl-Hirschman indices reported in Wheelock (2011) and Deloitte Access Economics (2014)).
the components of this model. Having a model of the banks’ balance sheets allows us to
determine the effect of the cash rate on each balance sheet component separately, thereby
allowing us to account for differing amounts of intermediate pass-through, different controls
(to abstract from the various other influences on banks’ lending and deposit rates), and
different intermediate pass-through speeds. It also allows us to account for differences in
maturity structure between assets and liabilities, account for any hedging, and identify the
source of any incomplete pass-through. While calibration may be less accurate than an
unbiased estimator and a large sample, given all the estimation issues discussed above, we
believe that calibration is likely to provide more accurate parameter values.

We split the banks’ balance sheet into discretionary and non-discretionary components. The
non-discretionary components are those where the banks have little control over pricing; this
is either because they are price takers in the respective markets (e.g. wholesale debt funding
and securities held as assets), the price is fixed by virtue of the product (e.g. non-interest
bearing deposits), or because of regulations defining how the price must be set (e.g. provisions
for expected losses). Since these components are non-discretionary, we can analyse the
effect of the cash rate on them without needing to control for unobserved changes in banks’
pricing decisions that may occur at the same time as the cash rate changes.

Once we determine the effect of the cash rate (and cash rate expectations) on banks’
non-discretionary components, due to the balance sheet identity this must equal the effect
of the cash rate on the discretionary components. The banks’ discretionary components
are the loans and deposits over which they have some pricing power, non-interest incomes
and expenses, and their ROE. Therefore, the pass-through to lending and deposit rates
equals a combination of the relationships between the cash rate and the non-discretionary
components, net non-interest income, and ROE (i.e. the balance sheet identity means
‘pass-through’ equals ‘intermediate pass-through’); this is explained in detail in Section 3.

That said, this approach does have some disadvantages. First, the model is not behavioural;
so we can’t say whether the banks will respond to future cash rate changes in the same way
as they have responded to past cash rate changes. While this is a critique of empirical models
in general, it is particularly important for this research because the banks likely have some
flexibility in how they respond to cash rate changes.

Second, we do not attempt to determine the extent of pass-through to individual lending and
deposit rates, only the aggregate pass-through. This is because – without information on how
the banks price their products, changes to competitive pressures, changes to regulations, or
any other unobservable changes to the decision-making of banks – estimates of individual
pass-through based on historical relationships are likely to be fraught with error and are
unlikely to accurately estimate future pass-through. In any case, aggregate pass-through
is what most concerns a central bank. While the marginal propensities to consume of net
borrowers differ from net savers (La Cava, Hughson and Kaplan 2016), these differences are
of second-order importance to the aggregate pass-through effect.
Third, we do not look at the effect of cash rate changes on lending volumes, which means we are not capturing every part of the transmission of monetary policy through the banking system. Nevertheless, the transmission through volumes acts on the flow of loans, whereas the transmission through rates acts on both the stock and flow of loans and deposits. The latter is likely to be the more important of the two mechanisms, especially in Australia, where 80 per cent of the major banks’ assets have interest rates that can be repriced in under three months.

3. Model of Banks’ Incomes and Expenses

As with most research that incorporates a theoretical model of banks’ incomes and expenses (e.g. Lowe 1995; Borio et al 2015), we start with a stylised balance sheet identity:

\[ \sum_i A_i \equiv \sum_j L_j + E \]

where \( A_i \) is the current value of asset \( i \), \( L_j \) is the current value of liability \( j \), and \( E \) is the current book value of equity. From this balance sheet identity, we construct a relationship between the bank’s ROE \( (r_E) \) and its incomes and expenses:

\[ (1+r_E)E = \sum_j (1-p_i)(1+r_{A_i})A_i - \sum_j (1+r_{L,j})L_j + (f-c)\sum_i A_i \]

(1)

where \( r_{A_i} \) is the interest income from asset \( i \), \( r_{L,j} \) is the interest cost of liability \( j \), \( f \) is the non-interest income gained per unit of assets (e.g. fees), \( c \) is the non-interest expense per unit of assets (e.g. staffing costs).

We assume that the bank never defaults (so \( r_{L,j} \) is always paid in full), but that some borrowers will not repay their loans. \( p_i (1+r_{A_i})A_i \) is the unconditional expected loss from asset \( A_i \); it is an unconditional expectation as it incorporates both the probability of default and the expected loss given default. Therefore, element \( i \) in the first sum on the right-hand side of Equation (1) is the expected gross interest income from asset \( i \).

In this model, banks’ ROE \( (r_E) \) is the actual ROE, not the expected ROE. It is a function of expected losses \( \sum p_i (1+r_{A_i})A_i \), rather than actual losses, because Australian banks are required to ‘provision’ for losses when they become likely (not only after they occur) and account for new provisions in current expenses. Provisions include likely losses on individual loans and an expense to cover ‘currently unidentified’ losses, with this expense based on historical loss experience and prevailing economic conditions (RBA 2009a).

Dividing both sides of Equation (1) by the total current value of assets \( (\sum_i A_i) \) and subtracting the cash rate \( (r_C) \) from both sides of the equation gives:

\[ (r_E - r_C)(1 - \sum_i \alpha_i) = \sum_j (r_{A_j} - r_E)\beta_j - \sum_j (r_{L,j} - r_E)\alpha_j + (f-c) - \sum_j p_j (1+r_{A_j})\beta_j \]

(2)

where \( \alpha_j \equiv \frac{L_j}{\sum_i A_i} \) and \( \beta_j \equiv \frac{A_j}{\sum_i A_i} \). Equation (2) is the framework that will be used in the rest of this paper.

Equation (2) expresses the interest rates as spreads to the cash rate. If any of these assets or liabilities have interest rates that are fixed for some period, changes in the cash rate will mechanically change these spreads. For example, banks that borrow at short maturities and...
lend at long maturities (with fixed interest rates) would see their ROE spread fall as the cash rate increased (*ceteris paribus*). In practice, banks may reduce their exposure to interest rate risk by lending for long maturities with interest rates that can be repriced frequently or by using derivatives to hedge the interest rate risk from repricing mismatches.

To hedge interest rate risk, a bank will enter into derivatives that ‘swap’ a stream of interest payments with one repricing term for a stream of interest payments with a different repricing term. These derivatives must be incorporated into Equation (2). Appendix A shows that these derivatives can be incorporated into Equation (2) simply by replacing the ‘spreads to cash rate’ of the hedged assets and liabilities with ‘spreads to the relevant reference rates’.10 Moreover, any additional margin can be added to these spreads without affecting Equation (2); we add the BBSW–OIS spread so that the spreads we analyse are hedged spreads to current/expected cash rates.11

Over the past decade, the majority of the major banks’ assets and liabilities had interest rates that repriced in less than three months (Figure 1). Furthermore, the remaining repricing mismatch between assets and liabilities was hedged (Figure 2). This has two main implications for our analysis. First, changes in the cash rate do not affect the major banks’ ROE via repricing mismatches; this differs from several other banking systems, see Gambacorta (2008) and Alessandri and Nelson (2015), for example.12 And second, we can use the spreads to reference rates in place of the spreads to cash rate for the assets and liabilities in Equation (2).

The benefit of converting the interest rates on banks’ assets and liabilities into spreads to reference rates is that we do not need to separately control for the repricing structure of each asset and liability class, or for changes in expected future cash rates (e.g. a 5-year interest rate that does not fully adjust because expected future cash rates do not change does not indicate incomplete monetary policy pass-through). Any regression that does not fully control for these features would be biased. If the spreads we analyse are all independent of (current and expected) changes in the cash rate, monetary policy would pass through one-for-one to banks’ lending and deposit rates (as the reference rates are market determined and assumed to fully incorporate current and expected cash rate changes).

---

10 The reference rates for assets/liabilities with terms longer than one year are the rates at which the market is willing to swap a stream of fixed interest payments for a stream of variable-rate payments (each term will have a different reference rate). The reference rates for shorter-term assets/liabilities are the variable interest rates typically used in these swaps, known as bank bill swap (BBSW) rates (Gizycki and Gray 1994).

Importantly, we are not saying that the derivative instruments used for hedging do not influence profits; banks can still gain or lose money on these derivatives if future short-term rates do not turn out as expected. All we are saying is that, if these derivatives offset other positions on a bank’s balance sheet, then any gain/loss on the derivatives will be offset by a loss/gain on the balance sheet (i.e. their interest rate risk is hedged).

For assets and liabilities with the same repricing term, the spreads to cash rate in Equation (2) can trivially be replaced by spreads to the relevant reference rates; any change in reference rates are offsetting by virtue of the assets and liabilities having the same repricing term.

11 Overnight index swaps (OIS) are ‘derivatives in which one party agrees to pay the other party a fixed interest rate in exchange for receiving the average cash rate recorded over the term of the swap’ (Finlay and Chambers 2008, p 11).

12 Hoffmann et al (2017) find that euro-area banks use derivatives to reduce interest rate risk by only 25 per cent, while Begenau, Piazzesi and Schneider (2015) finds that US banks use derivatives to increase interest rate risk.
Figure 1: Major Banks’ Interest Rate Risk
Gross positions, by repricing term

![Gross positions graph]

Notes: Gross positions include $A and foreign currency assets and liabilities; per cent of total
(a) includes loans, cash and liquid assets, investment securities, and acceptances
(b) includes deposits, borrowings, and acceptances
Sources: APRA; Authors’ calculations

Figure 2: Major Banks’ Interest Rate Risk
Net positions, by repricing term

![Net positions graph]

Notes: Net positions are assets minus liabilities (both $A and foreign currency); assets include loans,
cash and liquid assets, investment securities, and acceptances; liabilities include deposits,
borrowings, and acceptances; per cent of assets
(a) includes swaps, options, futures, forward rate agreements, and foreign exchange derivatives
Sources: APRA; Authors’ calculations
Since this paper is not concerned with the effect of the cash rate on loan volumes, Equation (2) normalises the size of the balance sheet to one (the $\beta_i$ and $\alpha_j$ are the balance sheet shares of each asset and liability class, respectively). We then assume that banks are profit-maximising and therefore choose the cheapest funding mix given their constraints (constraints include the supply of each funding source, liquidity considerations, and regulatory requirements). This means we can focus our analysis on changes in spreads.\textsuperscript{13}

The remainder of the paper will evaluate the effect cash rate changes have on each part of Equation (2): provisioning (Section 4.1); debt funding spreads (Section 4.2); non-loan asset spreads (Section 4.3); non-interest income and expenses (Section 4.4); and ROE (Section 5). These components will then be aggregated to determine the aggregate pass-through of monetary policy to the major banks’ discretionary lending and deposit rates (Section 5).

4. The Relationship between the Cash Rate and the Model Components

4.1 New provisions

In this section, we model banks’ net new provisions for expected loan losses (also known as their ‘charge for bad and doubtful debts’). We model these new provisions (relative to assets in the previous quarter, henceforth the provisioning rate) as a linear function of the cash rate, long-term interest rates, and economic variables.\textsuperscript{14}

Loan losses are determined by two variables, whether a borrower defaults on their loan, and the amount the bank is able to recover from the borrower after they have defaulted (including through asset sales). Therefore, expected losses are determined by both the probability of default and the expected loss given default.

Theoretically, the cash rate will affect both components. By reducing the interest burden, an unexpected reduction in either current or future cash rates should reduce borrowers’ probability of default. By increasing asset values, an unexpected reduction in current or future cash rates should reduce the expected loss given default.

Expected losses will also be affected by the prevailing economic conditions. For example, an unexpected increase in either current or future unemployment will increase borrowers’ probability of default. While an unexpected downgrade in GDP forecasts, for example, will increase expected losses given default. Therefore, when determining the relationship between the cash rate and provisioning rates, it is important to control for current and expected macroeconomic conditions.

As a key component of profits, the international literature evaluating the effect of interest rate changes on bank profitability typically evaluates the effect on banks’ provisioning rates.

\textsuperscript{13} From the Envelope Theorem, changes in the cash rate influence funding costs through any direct effects on spreads and through changes in any binding constraints (to a first-order approximation, see Appendix C for explanation).

\textsuperscript{14} We regress provisioning rates on the levels of these variables, rather than the changes, because of the way provisions are constructed. Individual provisions require a loan to be identified as being ‘impaired’, while provisions for ‘currently unidentified’ losses incorporate both the prevailing economic conditions and historical loss experience (RBA 2009a); the latter meaning provisions do not all occur the moment conditions deteriorate.
Two recent international studies (Altavilla et al 2017; Borio et al 2015) both found a positive and statistically significant relationship between short-term interest rates and provisioning rates, as expected. Importantly, Altavilla et al (2017) found that controlling for macroeconomic forecasts is important for determining the relationship between interest rates and provisioning rates. Rodgers (2015) conducted a comprehensive analysis of Australian banks’ credit losses between 1980 and 2013 and found a positive relationship between interest rates and losses. However, unlike the above studies and our analysis, Rodgers analysed ‘current losses’, a less forward-looking measure than provisioning rates. So our results are not directly comparable.

We have quarterly data on net new provisions between 2002 and 2017, but the similarity between the major banks means we cannot utilise the panel aspect of our data; so we analyse the aggregate provisions of the major banks divided by the value of their assets in the previous quarter, that is, a concept consistent with Equation (2). This gives us 61 observations.

We want to control for the prevailing and expected economic conditions as best as possible, so we have 14 macroeconomic variables and forecasts we would like to include (see Table B1 for a list). However, the small number of observations means including this many variables would make our analysis prone to overfitting. To overcome this problem, we use a common dimensionality reduction technique known as principal component analysis (PCA). We find that the first two principal components contain 57 per cent of the variation contained within our collection of macroeconomic variables (see Appendix B for further explanation and details about the make-up of the principal components).

We regress quarterly provisioning rates on the cash rate, the slope of the yield curve (to control for expectations of future cash rates), and our two principal components. As expected, both the cash rate and yield curve variables have a positive and statistically significant effect on provisioning rates, while an economic deterioration causes provisioning rates to rise. Our explanatory variables are able to explain 55 per cent of the variation in provisioning rates.15

Figure 3 decomposes quarterly provisioning rates into the contribution of each explanatory variable. The impact of the economic deterioration during the crisis (including the deteriorating forecasts) is obvious, as is the counteracting effect of the large reduction in the cash rate during this period. While a lot of the identification comes from the crisis period, the subsequent period of falling provisioning rates in line with further cash rate reductions is also evident.

Based on these estimates, a 100 basis point cut in the cash rate is expected to reduce annual provisioning rates by 7 basis points (with a 2 standard deviation confidence interval of 5–10 basis points). This may not seem like much, but the cut in the cash rate from 7.25 per cent to 1.50 per cent means annual provisioning rates are 41 basis points lower. Compared with an average annual provisioning rate of 23 basis points (during 2002–17), this is a big effect.

15 Our residuals exhibit serial correlation (Figure 3). To remove the serial correlation we estimated a version of the model including the first lag of the dependent variable and regressors. These lags increased the explained variation to 79 per cent. However, this model exhibited features symptomatic of overfitting, which is why it is not our preferred model. For example, with cash rate changes typically being small except for December quarter 2008, the model uses the large change in this quarter to ‘explain’ the large positive residual (Figure 3), even though the large change was a fall in the cash rate (so it should not have caused an increase in provisioning rates). In any case, even with the likely overfitting, the conclusion that the cash rate level has a positive relationship with provisioning rates remained.
Figure 3: Decomposition of Quarterly Provisioning Rates
Major banks, ratio to assets, demeaned

Notes: (a) First two principal components of macro variables (GDP growth, inflation, unemployment, RBA forecasts, credit growth, house price growth, business profits, household disposable income, terms of trade, ASX VIX)
(b) 3-year Australian Government securities minus 3-month OIS
Sources: ABS; APRA; Authors’ calculations; RBA; Thomson Reuters

The effect of the cash rate on provisioning rates may diminish at low interest rates. Provisioning rates can only be negative if previously provisioned losses are no longer in danger of being realised. Therefore, the benefit of lower interest rates is likely to weaken as provisioning rates approach zero.

4.2 Debt funding spreads

4.2.1 Construction of funding spreads and shares

In this section, we outline the key assumptions and data used to construct the funding side of our model.\(^\text{16}\) The shares of each funding component – the \(\alpha_i\) parameters in Equation (2) – are calibrated using APRA data reported by the major banks (Figure 4) and other balance sheet data obtained by the RBA.\(^\text{17}\) The spreads are estimated from major bank interest rate data collected by the RBA and data reported to APRA (see Appendix E for more detail):

- Long-term debt spreads equal the value-weighted average spreads at issuance of the major banks’ outstanding bonds. The spreads at issuance equal the estimated foreign currency-hedged yield at issuance minus the swap rate of similar maturity. We then add the BBSW–OIS spread (as discussed in Section 3).

---

\(^{16}\) Our assumptions in this section are similar to the assumptions used in previous RBA work. See Davies et al (2009) and Berkelmans and Duong (2014), for example.

\(^{17}\) See APRA (2006) for a breakdown of what banks report to APRA.
Short-term debt spreads equal value-weighted spreads between market-based estimates of the major banks’ foreign currency-hedged short-term debt funding costs (e.g. for foreign currency debt we use BBSW rate plus the cross-currency basis) and maturity-matched OIS rates.

Term deposit spreads are weighted averages of the maturity-matched spreads (to OIS) at issuance of term deposits assumed to remain outstanding. The weights depend on the proportion choosing each term, the length of each term, and the volume of term deposits issued at each point in time. The proportion choosing each term depends on the advertised ‘special’ rates at each point in time, and a mapping from the distribution of remaining terms to maturity (for which we have data) to the historical original-maturity distributions.

High-interest deposits include at-call high-interest accounts (such as online savings accounts, bonus saver accounts, and cash management accounts) and the accounts of corporations, pension funds, and governments.

- At-call high-interest account spreads are weighted average spreads between the rates on these accounts and the cash rate, with weights depending on the volumes in the various account types.
- For corporations, pension funds and governments, we assume their remaining deposit accounts pay interest rates that move with rates in the domestic markets for short-term bank debt securities (these are converted into spreads to OIS); these securities are plausible substitutes for many of these institutions.

No-/low-interest deposits include non-interest-bearing deposits (excluding balances in home loan offset accounts) and the accounts of households and unincorporated enterprises not classified as at-call high interest (these are assumed to pay a non-zero but low fixed rate). We assume banks hedge these deposits into a variable interest rate exposure by entering into 3-year fixed-for-floating swaps (this is known as a ‘replicating portfolio’ hedge); this variable rate is converted into a spread to OIS.\(^{18}\)

---

\(^{18}\) If the cash rate cycle is shorter than the length of the hedge, then the amplitude of the cycle in no-/low-interest spreads will be smaller after hedging, but the amplitude will not be zero (so this is only a partial hedge).
4.2.2 Accuracy of the debt funding part of the model

This section evaluates how well the funding part of our model lines up with more aggregated data reported to APRA. This is important as our model calibration requires multiple assumptions about the maturity structure of the major banks’ debt and that our interest rate data accurately reflect their costs of funding.

While the reported data may be more accurate than our model estimates, they likely also contain measurement error and do not provide a sufficiently rich breakdown for our purposes. For example, we need to know the share of no-/low-interest-bearing deposits relative to other types of deposit accounts. None of the data used for comparison in this section was used to calibrate our model, so this is a true external validation exercise.

Figure 5 compares quarterly average outstanding non-term and term deposit interest rates estimated from our model (the parts of our model requiring the most assumptions) to quarterly average interest rates reported to APRA by the banks. Our model provides a close approximation to the reported rates. Moreover, it is not just the broad trends that are matched, but the shape of the interest rate curves. These results give us confidence in the accuracy of our assumptions and calibration.
While the quarterly average rates reported by APRA provide the best comparison, we only have data from 2009. For a longer time series, we approximate quarterly average interest rates from the major banks’ quarterly interest expense data reported to APRA.\textsuperscript{19}

The APRA data in Figures 6 and 7 are constructed on a ‘licensed authorised deposit-taking institution (ADI)’ basis, while our model and the APRA data in Figure 5 are based on Australian dollar deposits on the ‘domestic book of the licensed ADI’. So we do not expect our model to align as closely in Figures 6 and 7 as they do in Figure 5. That said, our model closely approximates these licensed ADI estimates over the entire sample, providing further validation of our assumptions and calibration.\textsuperscript{20}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{Figure5}
\caption{Average Outstanding Deposit Rates}
\end{figure}

Notes: 
\begin{itemize}
\item (a) Model estimate includes no-/low-interest deposits and high-interest accounts; home loan offset accounts are given an interest rate of zero
\item (b) Unhedged
\end{itemize}

Sources: APRA, Authors’ calculations, RBA

\textsuperscript{19} The APRA data in Figure 6 is constructed by taking the quarterly deposit expense, dividing it by the average deposit balance during the quarter, and annualising. Figure 7 is similarly constructed – dividing total interest expense by average interest-bearing liabilities during the quarter.

\textsuperscript{20} Even after extracting the cash rate, there is still a high correlation between the model estimates and the APRA data in Figures 6 and 7 (over 80 per cent).
Figure 6: Deposit Interest Cost
Unhedged, quarter average

![Graph showing deposit interest cost over time for Model estimate and APRA data.](image)

Notes:
(a) Home loan offset accounts are given an interest rate of zero
(b) Licensed ADI; from ARF 330.1.L
Sources: APRA, Authors’ calculations; RBA

Figure 7: Total Debt Funding Cost
Hedged, quarter average

![Graph showing total debt funding cost over time for Model estimate and APRA data.](image)

Notes:
(a) Home loan offset accounts are given an interest rate of zero
(b) Licensed ADI; from ARF 330.1.L
Sources: APRA, Authors’ calculations; RBA
4.2.3 Wholesale funding assumptions

We assume the major banks’ are price takers in offshore wholesale debt markets. This means that they are not sufficiently large issuers of debt that changes in their wholesale debt volumes change the price of debt in these markets (i.e. the debt supply curve faced by the banks is flat, so offshore debt is a non-discretionary source of funding). The small share of outstanding offshore debt that was issued by the major banks gives credence to this assumption; the major banks’ outstanding offshore debt comprised less than 1 per cent of total global financial-corporation debt at the end of June 2017 (BIS 2017).

Since the major banks are able to tap both offshore and domestic markets, hedged spreads in offshore debt markets provide an approximate upper bound for domestic market spreads. However, in normal times, the spreads in both markets are very close and the major banks issue in both markets. Therefore, the price-taker assumption in offshore markets typically means the banks’ issuance volumes do not influence spreads in either domestic or offshore markets. That said, there have been periods during which offshore spreads diverged from domestic spreads; the height of the global financial crisis is an example (Black, Brassil and Hack 2010). During these periods, the volume of banks’ debt issuance may have influenced domestic spreads. For example, the lower issuance by banks during the financial crisis may have caused domestic spreads to be lower than they would have been had banks continued to issue the same amount. As long as the change in issuance is not caused by a change in current or expected cash rates, the resulting change in spreads is not important for our analysis of monetary policy pass-through.

We further assume that the spreads between the major banks’ debt and the risk-free rates in the various domestic and offshore markets do not depend on the levels of the risk-free rates. Instead, changes in these spreads are determined by changes in perceptions of risk (such as credit risk or liquidity risk). This assumption is consistent with numerous RBA publications that analyse the changes in these spreads and mention changes in risk as causal factors, not changes in the level of the risk-free rate (e.g. Davies et al 2009; Black et al 2010; Berkelmans and Duong 2014).

While changes in historical spreads may not be caused by changes in global risk-free rates, this need not always be the case. The ‘search for yield’ argument suggests that demand for riskier assets may cause spreads to shrink as risk-free rates fall. That said, as long as this search for yield behaviour relates to global risk-free rates rather than the cash rate, the search for yield behaviour is not important for our analysis. Combined, these assumptions mean changes in monetary policy transmit one-for-one to the cost of the major banks’ wholesale debt funding.

---

21 Wholesale debt markets include the markets for bank bills, certificates of deposits, bonds, asset-backed securities, and hybrid securities.

22 This is an assumption about being able to move the market. This assumption does not cover a change in debt volumes sufficiently large to change the risk characteristics of the issuing bank.
4.2.4 Direct effect of the cash rate on no-/low-interest deposits

By paying a fixed interest rate in our model (this is why it is a non-discretionary source of funding), the spreads on no-/low-interest deposits increase one-for-one as the cash rate falls. But these spread increases are assumed to be smoothed via a replicating portfolio hedge.

The large cash rate reductions following the onset of the financial crisis initially had only a small effect on the major banks’ no-/low-interest spreads (due to the replicating portfolio), especially relative to their other sources of debt funding (Figure 8). Since then, the historically low levels of the cash rate and the length of time it has remained at these low levels have increased the cost of these deposits relative to other sources of funding. The change in the no-/low-interest spread now contributes a similar amount to the increase in the major banks’ debt funding spreads as wholesale funding (Figure 8), despite being a much lower share of funding (Figure 4); contributing 23 basis points to the major banks’ debt funding spreads since 2007.

![Figure 8: Changes in Major Banks’ Debt Funding Spreads](image)

Since we model both the share of these deposits and the replicating portfolio hedge, we can use expectations of future cash rates to forecast how these no-/low-interest deposit spreads will develop in the future. Using estimates of market-expected future cash rates, and assuming these deposits remain at their current share of debt funding, we estimate that the contribution of no-/low-interest spreads will peak at 31 basis points in late 2020. The ability to model the timing of changes in funding costs, and to project how these changes will evolve, is an advantage of our framework over the existing research methodologies.
While no-/low-interest deposits currently make up a similar share of major banks’ deposits as they did at the beginning of the inflation-targeting period, they accounted for over half of their deposits in 1980 (Lowe 1995). As a result, changes in the cash rate would have had a larger impact on the major banks’ funding spreads prior to the inflation-targeting period.

4.2.5 Indirect effect of the cash rate on no-/low-interest deposits

If cash rate reductions also cause a substitution of depositors into these no-/low-interest deposits, this indirect effect may partially offset the direct effect estimated in the previous section. The indirect effect may include both an increase in the share of no-/low-interest deposits (which reduces funding costs) and an increase in the spreads on substitute deposits (e.g. term and high-interest deposits).23 Under some mild assumptions, the indirect effect will be cost-reducing in total (see Appendix C for a detailed explanation). So even though we are not able to provide a point estimate of the size of this indirect effect, we can show that the upper bound of the indirect effect is likely small.

There is no evidence of substitution occurring between 2007 and 2013; the share of no-/low-interest deposits was broadly stable despite a large fall in the cash rate (and therefore increase no-/low-interest deposit spread). Conversely, the share of no-/low-interest deposits is estimated to have increased from 5 per cent to 8 per cent recently (Figure 4). To estimate an upper bound, we assume this increased share was completely due to the cash rate fall.

We then produce an upper bound by running a counterfactual exercise in which all the spreads move as they do in the data, but the share of no-/low-interest deposits remains around 5 per cent (Appendix C explains this exercise in detail).24 In this exercise, the funding mix component of the change in the major banks’ debt funding spreads since 2007 would currently be –5 basis points (as opposed to the –13 basis points in Figure 8). So an upper bound for the offsetting indirect effect is 8 basis points.

The broadly constant share of no-/low-interest deposits between 2007 and 2013, but increasing share recently, is consistent with a nonlinear supply curve for no-/low-interest deposits.25 Identifying a nonlinear supply curve is important for evaluating the total effect of any future cash rate reductions. As the share of no-/low-interest deposits increases, cash rate reductions have a larger direct effect. However, if the supply curve flattens, the indirect offset will also be larger. But this can only occur up to the point where most of the potential substitution has already occurred, after which the indirect offset would wane while the direct effect would be large. Unfortunately, it is not possible to know either the size of the indirect effects from any future cash rate reductions, nor the point at which these indirect effects will wane.

---

23 When there is substitution, an exogenous increase in the no-/low-interest deposit spread is expected to reduce the supply of substitute deposits (as depositors switch to the no-/low-interest deposits), thereby increasing the spread on these deposits and reducing their shares.

24 For the counterfactual exercise, we retain the reduction in the share of term deposits, but reallocate the increase in no-/low-interest deposits to high-interest deposit accounts.

25 It is possible that the usual difference between no-/low-interest spreads and spreads on other deposits is typically too large for small changes in these spreads to affect the supply of no-/low-interest deposits (i.e. the supply curve of the no-/low-interest share is typically vertical), but also that depositors are more willing to keep funds in these accounts when the spread differential reaches a sufficiently low level.
4.2.6 Effect of the cash rate on term deposit and at-call high-interest deposit spreads

The interest rates of term deposits and at-call high-interest deposits are set by the banks. While banks will be constrained in their choice of rate – by competition and the supply of these deposits, for example – the fact that they are set by the banks makes them discretionary sources of funding. We assume that banks set these spreads to maximise their profits given any constraints. This means that the cash rate will only affect these spreads via its effect on any non-discretionary substitute spreads or its effect on any constraints (see Appendix C).

In our model, term deposit spreads and spreads on at-call high-interest deposits have contributed to the increase in the major banks’ funding costs since 2007 (Figure 8). In contrast to no-/low-interest accounts, changes in the cash rate are unlikely to be an important determinant of changes in term deposit and high-interest spreads. Wholesale funding spreads and demand-side factors unrelated to the cash rate are the important determinants.

Before the crisis, spreads on these deposit accounts were broadly constant, despite an increasing cash rate (Figure 9). Once the crisis hit, spreads on new term deposits increased due to intense competition between banks for this source of funding (Davies et al. 2009). As spreads on substitute sources of funding increased (i.e. wholesale spreads), banks vied for the cheaper sources of funding, pushing these spreads higher. Moreover, banks were likely to have reassessed the virtues of short-term wholesale debt as a stable source of funding, adding to the pressure on deposit spreads. Competition initially focused more on term deposits due to these being a reasonably stable source of funding that allow banks to offer higher interest rates without immediately repricing their existing deposits (Brown et al. 2010).

While not as stable as term deposits, at-call high-interest accounts often have minimum monthly deposits or withdrawal limitations that make them a partial substitute, leading to increased competition for these deposits before 2016 (Berkelmans and Duong 2014). The release of APRA’s net stable funding ratio proposal (in 2016) – classifying term deposits as a more stable source of funding than at-call high-interest deposits – led to renewed competition for term deposits relative to at-call high-interest accounts (Cheung 2017).

While the level of the cash rate is not typically cited as an explanatory factor for changes in these deposit spreads, it is still possible that changes in the cash rate have had a small effect (e.g. see Section 4.2.5). Crucially though, as discretionary components, for the cash rate to have affected these spreads they must have affected either non-discretionary substitute spreads or the constraints. We do not see the cash rate as affecting any of the demand-side constraints on term and high-interest deposits (risk considerations and regulations, for example). Therefore, any effect of the cash rate on term and high-interest deposits can only occur indirectly via changes in other spreads.
4.3 Non-loan assets

As with the banks’ wholesale debt funding, the trading and investment securities that banks hold likely have spreads that depend on changes in risk perception (e.g. credit and liquidity risks) rather than changes in the level of the cash rate. Therefore, it is not surprising that the estimated spreads do not appear to be correlated with the cash rate, but instead have spreads exhibiting a similar pattern to wholesale debt funding spreads (Figure 10).

Conversely, several of the asset classes included in cash and liquid assets pay no interest. These include notes and coins, gold, and some receivables due from financial institutions. As a result, the interest spread on these assets rises as the cash rate falls.

Since 2009, a negative relationship between the cash and liquid asset spread and the cash rate is evident in our estimates (Figure 10), but it is not evident beforehand. This post-2009 relationship suggests a 100 basis point reduction in the cash rate causes a 73 basis point increase in the spread.26 At around 3 per cent of the major banks’ assets, this translates to a 2 basis point increase in the major banks’ interest spread per 100 basis point reduction in the cash rate.

26 Despite the increasing spread, there is no evidence of the major banks shifting their asset mix towards these cash and liquid assets. Regressing the share of these assets on the cash rate produces an $R^2$ of just 5 per cent.
Figure 10: Major Banks’ Non-loan Interest Spreads
Quarter average

Spread to cash rate\(^{(a)}\)
Trading and investment securities
Cash and liquid assets

Cash rate

Note: (a) Interest rates constructed from ARF 330 quarterly income and average balances of the licensed ADI
Sources: APRA; Authors’ calculations; RBA

4.4 Non-interest income and expenses

Banks gain non-interest income through, for example, trading securities, foreign exchange transactions, and by charging their customers fees and commissions for various activities. They also have non-interest expenses such as personnel, occupancy, equipment, information technology, and tax. These non-interest incomes and expenses are, at least partially, discretionary and enter Equation (2) via the \((f – c)\) component.

As a share of assets, the major banks’ net non-interest income, while volatile, has had a broadly stable average since 2004 (Figure 11). Underlying this has been a downward trend in both the ratio of banks’ fees to assets (Fitzpatrick and White 2017) and improvements in operational efficiencies (RBA 2014a).

During our sample, there is no evidence of a relationship between the cash rate and the major banks’ net non-interest income. Therefore, we focus only on the major banks’ interest income and interest expenses in the remainder of this paper.
4.5 Summary of non-discretionary intermediate pass-through

To summarise our results so far, we find:

- The spread on no-/low-interest deposits has a negative one-for-one relationship with the cash rate (excluding the effects of the replicating portfolio hedge). Via this channel, we estimate the major banks’ unhedged funding spread to increase by around 6 basis points per 100 basis point cash rate reduction (based on the average funding share of no-/low-interest deposits since 2003). This estimate represents an upper bound on the full effect, because both hedging and the possible indirect effects discussed in Section 4.2.5 would reduce the estimate.

- Provisions for potential future losses have a positive relationship with the cash rate. We estimate that a 100 basis point reduction in the cash rate reduces provisioning rates by 7 basis points.

- The cash and liquid assets spread has a negative relationship with the cash rate, consistent with several of the assets within this category not paying interest. However, this asset category makes up just 3 per cent of the major banks’ balance sheets. So we estimate that, via this channel, the major banks’ income spread increases by 2 basis points per 100 basis point reduction in the cash rate.

- With respect to Equation (2), these effects have been partially offsetting, such that changes in the cash rate have been slightly amplified by the non-discretionary balance sheet components. While the size of the amplification depends on the balance sheet...
shares of the aforementioned components, the average amplification since 2003 amounted to 3–9 basis points per 100 basis point cash rate change.27

5. **Return on Equity and Aggregate Pass-through**

In this section, we assess intermediate pass-through to the major banks’ ROE. Since we find a slight amplification in intermediate pass-through to the non-discretionary components, one-for-one pass-through to discretionary lending and deposit rates requires ROE to have an offsetting relationship with the cash rate.

Importantly, we make no claim as to whether banks’ ROE should move in this manner. What we evaluate here is an identity: if ROE does not move to exactly offset the amplification, then pass-through to discretionary lending and deposit rates will not be one-for-one.

Assessing the level of ROE is also beyond the scope of this paper. There are many other factors that influence the level of ROE (see Lowe (1995) and ACCC (2018) for discussions); all we seek to determine is how ROE moves with the cash rate over time.

Changes in these other factors can mask how ROE moves with the cash rate. We proceed by excluding some components in a way that improves the accuracy of our analysis (see Appendix F for further discussion). First, we exclude net non-interest income, as it is volatile and does not move with the cash rate (Section 4.4). We call the resulting variable return on equity from net interest income (ROE–NII).28 Importantly, while the level of ROE–NII will differ from the level of ROE, due to the lack of correlation between net non-interest income and the cash rate any correlation between the cash rate and ROE must also be present in the correlation between the cash rate and ROE–NII.

Second, we exclude provisioning. Excluding provisioning is more contentious than the first exclusion because it has the potential to bias our analysis. This bias may occur if banks do not absorb changes in provisioning rates into their ROE but instead pass these changes through to discretionary lending and deposit rates (see Appendix F for further discussion). By excluding provisioning, we are therefore assuming that the major banks absorb changes in provisioning rates into their ROE. The large reduction in the variance of ROE–NII after excluding provisioning (henceforth ROE–EP) is evidence in favour of this assumption (Figure 12).

Figure 12 also includes a line that shows how ROE–EP would need to have changed to result in one-for-one pass-through of cash rate changes to discretionary lending and deposit rates (see Appendix F for a derivation). Up to 2012, ROE–EP broadly tracked the ‘one-for-one pass-through’ ROE–EP, suggesting that aggregate pass-through was indistinguishable from one-for-one. However, from mid 2012 ROE–EP deviated from one-for-one pass-through ROE–EP. Our analysis suggests that, not only was aggregate pass-through less than one-for-one during this period, but that ROE–EP had no discernible relationship with the cash rate.

---

27 The 3–9 basis point range accounts for the no-/low-interest deposit number being an upper bound.
28 The ROE–NII constructed here is based on the domestic books of the licensed ADI (as opposed to the global operations of the consolidated group). Our model-based measure of ROE–NII is defined as ‘interest income’ minus ‘provisioning’ minus ‘interest expenses’, all divided by equity. Constructing this measure requires us to calibrate the shares and spreads of the loan assets in our model. See Appendix D for details about our calibration and for an assessment of model accuracy.
Figure 12: Return on Equity from Net Interest Income

Relative to pre-crisis (2003–07) average

Notes: Interest income (loan and non-loan assets) minus provisioning and interest expenses, all divided by equity
(a) Actual plus ‘provisioning rate divided by equity share’
(b) Required for one-for-one pass-through to discretionary rates; derived from changes in non-discretionary components (excluding provisioning) caused by cash rate changes
Sources: APRA; ASX; Authors’ calculations; Bloomberg; Canstar; RBA; Tullett Prebon (Australia) Pty Ltd; UBS AG, Australia Branch

We cannot determine how this deviation from one-for-one pass-through was distributed across the banks’ lending and deposit rates. But we can use our model to provide some scenarios. Denoting the set of discretionary lending and deposit rates as $D$, then from Equation (2), when ROE–EP does not move with the cash rate the change in these discretionary rates must satisfy the following equality:

$$
\sum_{x \in D} \beta_i \frac{d(r_{x,i} - r_c)}{dr_c} + \sum_{x \in D} \alpha_j \left(-\frac{d(r_{x,j} - r_c)}{dr_c}\right) = -\left(1 - \sum_{i} \alpha_i\right) - 0.04
$$

(3)

where the $-0.04$ on the right-hand side is the combination of the deviations from one-for-one intermediate pass-through since mid 2012 coming from no-/low-interest deposits and cash and liquid assets.

If the deviation from one-for-one pass-through were spread evenly across the banks’ discretionary lending and deposit rates, the absolute value of the derivatives in Equation (3) would all be equal. Then, using the 2017 calibrations for $\alpha$ and $\beta$, for every 100 basis point reduction in the cash rate lending rates would be 11 basis points higher than one-for-one pass-through and discretionary deposit rates would be 11 basis points lower.

If the deviation were spread across lending rates alone, lending rates would be 16 basis points higher than one-for-one pass-through (per 100 basis point cash rate reduction). If the deviation were spread across discretionary deposits alone, these deposit rates would be
The small variation in ROE–EP from mid 2012 suggests the major banks may have a preference for maintaining a specific level of ROE–EP, and is consistent with some banks historically maintaining ROE-level targets that have not varied with the cash rate (see Fabbro and Hack (2011), RBA (2016a, 2016b), and Norman (2017) for further discussion of banks’ ROE targets). The question remains as to why the major banks may have this preference. From the dividend discount model (e.g. Norman 2017), a constant ROE reduces the correlation between a bank’s share price and the cash rate. To the extent that equity investors desire this reduced correlation, increasing intermediate pass-through to ROE may increase this bank’s future cost of equity (by increasing the equity premium), thereby increasing future average prices for the bank’s customers. Determining whether bank customers would prefer lower average prices or more complete pass-through is beyond the scope of this paper.

6. Conclusions and Policy Implications

In this paper, we have constructed a detailed model of banks’ balance sheets and have used the model to determine the pass-through of monetary policy to the major banks’ lending and deposit rates. This method of determining pass-through is a novel approach in the literature, and is preferred over existing approaches, because our approach:

- can more credibly identify the true response to changes in monetary policy (e.g. we more effectively control for changes in banks’ funding markets, properly account for changes in cash rate expectations, and our analysis will not be influenced by unobserved changes in banks’ pricing decisions);
- does not make the problematic assumption that interest rates are non-stationary and cointegrated; and
- does not rely on panel models that would require the brave assumption that we had completely controlled for the differences between the major banks and other banks.

Moreover, our novel approach allows each balance sheet component to be separately modelled, thereby permitting identification of any offsetting intermediate effects, differing speeds, and nonlinearities.

While we find that the major banks’ intermediate pass-through differs across non-discretionary components, the components’ deviations from full intermediate pass-through have been partially offsetting. This is mostly due to the positive relationship between the cash rate and

---

29 Regulatory changes to investor and interest-only loans, and the fall in net non-interest income during 2016 (Figure 11), may have contributed to the increase in ROE–EP since 2016 (see ACCC (2018) for a discussion of banks’ price-setting behaviour during this period).

30 This is a theoretical argument about how changes in the relationship between ROE and the cash rate affect the correlation between banks’ share prices and the cash rate. Importantly, increases in equity premia, even if they occur at the same time as cash rate reductions, need not prevent ROE from moving with the cash rate, as the share price would move to compensate. Davis (2012) provides an in-depth discussion of the relationship between banks’ cost of equity, return on equity, and share price.
provisioning being partially offset by the negative relationship between the cash rate and the no-/low-interest deposit spread. In aggregate, intermediate pass-through has been slightly amplified by the non-discretionary components.

Between 2003 and 2012, this amplification was offset by ROE, such that aggregate pass-through to the major banks’ lending and deposit rates was broadly one-for-one. Since mid 2012, aggregate pass-through has been less than 100 per cent as the correlation between ROE and the cash rate has been lower than during 2003–12. Nevertheless, because the share of equity in banks’ funding is small, aggregate pass-through remains high (around 90 per cent). So this channel of monetary policy transmission remains very effective (in contrast to the estimates in Table 1).

We also identify multiple nonlinearities that may have affected recent pass-through and may become more important if the cash rate were to be reduced further:

- At low interest rates, the difference between the rate on no-/low-interest deposits and the rate on other deposits may be sufficiently small that cash rate reductions entice people to substitute into no-/low-interest deposits, offsetting the effect of the increasing no-/low-interest deposit spread. But this substitution has a limit, beyond which any cash rate reductions will have a bigger impact on funding costs due to the larger share of no-/low-interest deposits.

- Provisioning rates can only be negative if previously provisioned losses are no longer in danger of being realised. Therefore, the benefit of lower interest rates is likely to weaken as provisioning rates approach zero.

In addition to most of the cash rate changes since 2003 being passed through to lending and deposit rates, they have passed through quickly, with over 80 per cent of the major banks’ assets repricing in less than three months. This differs from other banking systems, such as the United States (where three-quarters of housing loans are at long-term fixed rates), the United Kingdom (where around half of housing loans are at rates fixed for one to five years), and Canada (where three-quarters of housing loans are at fixed rates, mostly for five years) (RBA 2009b). As a result, the cash flow channel of monetary policy likely works more quickly in Australia than in jurisdictions with slower pass-through.

However, this means that borrowers and depositors in Australia are more exposed to movements in interest rates than those in other countries. If the low level of long-term fixed-rate loans is demand driven (e.g. because the borrowers are sufficiently less averse to bearing interest rate risk than banks’ shareholders), then the Australian system may be welfare maximising. However, if the low level of long-term fixed-rate loans is due to market frictions preventing the efficient pricing of the risk (i.e. supply-side factors), then the Australian system may not be welfare maximising. An assessment of these welfare implications is beyond the scope of this paper.

---

31 While interest rate risk is not diversifiable, heterogeneity in individuals’ ability to manage this shock creates an idiosyncratic default risk that can be diversified away. Increasing the prevalence of fixed rate loans may therefore improve welfare.
The features of the Australian banking system may have implications for financial stability. For example, the Australian major banks are not subject to the same countercyclical profitability as banks that assume more interest rate risk (i.e. short-term profits don’t fall as interest rates rise due to the repricing mismatch between assets and liabilities). This potentially makes the credit provision of Australian banks more stable across the cycle.

On the other hand, maintaining ROE-level targets as the cash rate falls could increase banks’ desire for risk. This incentive has been shown theoretically (e.g. Dell’Ariccia, Laeven and Marquez 2014), and has been highlighted as a potential concern (RBA 2016a; Norman 2017). Over the period we’ve assessed, the amplified intermediate pass-through to non-discretionary components would have moderated any incentive for banks to ‘search for yield’. However, the nonlinearities mentioned above could reduce the size of the amplification associated with any further cash rate reductions.
Appendix A: The Impact of Hedging on the Model

This appendix explains why, for any hedged interest rate risk or for assets and liabilities with the same repricing term, the ‘spreads to cash rate’ can be replaced with ‘spreads to the relevant reference rates’ and the Equation (2) equality will still hold.

Reproducing Equation (2) without the non-interest incomes/expenses or provisioning rates (as these are not hedged), gives:

\[(\xi - \xi_i) \left(1 - \sum_j \alpha_j \right) = \sum_i \left( \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \beta_i - \sum_j (\tau_{i,j} - \xi_i) \alpha_j \right) \]

Now suppose we group the assets and liabilities into their various repricing terms (where \(S_t\) is the set of assets and liabilities with pre-hedging repricing term \(t\)) and rewrite the right-hand side as spreads of the bank interest rates to the reference rates for each repricing term \((\tau_i)\):

\[(\xi - \xi_i) \left(1 - \sum_j \alpha_j \right) = \sum_i \left[ \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \beta_i - \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \alpha_j \right] \]

Now suppose the bank enters into derivative contracts for some assets and liabilities such that their interest rates are hedged to some other term (term \(s\)). For each of these assets in Equation (A1), we need to add a derivative that pays \(r_s\) and receives \(r_t\); and for each of these liabilities, we need to add a derivative that pays \(r_t\) and receives \(r_s\). Let the subset of each \(S_t\) that is hedged into term \(s\) be \(S_{t,s}\) (assets and liabilities that are not hedged belong to the subset \(S_{t,0}\)), then with the derivatives Equation (A1) becomes:

\[(\xi - \xi_i) \left(1 - \sum_j \alpha_j \right) = \sum_i \left[ \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \beta_i - \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \alpha_j + \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \beta_i - \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \alpha_j \right] \]

The above equation can be simplified by regrouping the last four sums into their post-hedging terms:

\[(\xi - \xi_i) \left(1 - \sum_j \alpha_j \right) = \sum_i \left[ \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \beta_i - \sum_{j \in \text{set} \cdot \text{assets and liabilities}} (\tau_{i,j} - \xi_i) \alpha_j \right] \]

Equation (A2) produces our results. Assets and liabilities with the same post-hedging repricing term \(t\) will belong to one of the \(S_{t,s}\) subsets. Therefore, the sum \(\sum_i \left\{ \sum_{j \in \text{set} \cdot \text{assets and liabilities}} \beta_i - \sum_{j \in \text{set} \cdot \text{assets and liabilities}} \alpha_j \right\} \) measures the extent of hedging. If interest rate risk for repricing term \(t\) is completely hedged (i.e. the value of assets with post-hedging repricing term of \(t\) equals the value of liabilities with the same post-hedging repricing term), then \(\sum_i \left\{ \sum_{j \in \text{set} \cdot \text{assets and liabilities}} \beta_i - \sum_{j \in \text{set} \cdot \text{assets and liabilities}} \alpha_j \right\} = 0\).

Therefore, for hedged assets and liabilities, the spreads to cash rate can be replaced with spreads to the relevant reference rates and the Equation (2) equality will still hold.
Since the value of assets is greater than the value of liabilities, there will be some assets with post-hedging repricing terms that are not offset by liabilities. Therefore, even if all liabilities are hedged (as is shown in Figure 2), replacing the spreads to cash of all assets and liabilities in Equation (2) with spreads to reference rates will introduce a new term into Equation (2). This new term will equal:

\[
\sum_t \left( t - \bar{r}_t \right) \sum_i \left( \sum_{S_{S_i}} \beta_i - \sum_{S_{S_j}} \alpha_j \right)
\]

With all liabilities hedged, \( \sum_t \left( \sum_{S_{S_i}} \beta_i - \sum_{S_{S_j}} \alpha_j \right) > 0 \) for all \( t \). Moreover, \( \sum_t \sum_i \left( \sum_{S_{S_i}} \beta_i - \sum_{S_{S_j}} \alpha_j \right) = 1 - \sum_j \alpha_j \). So, if we divide this new term by \( 1 - \sum_j \alpha_j \), it becomes a weighted average of spreads between reference rates (\( r_t \)) and the cash rate (\( r_C \)), with weights equal to the post-hedging net position of each term. If we let the proportional post-hedging net position of each repricing term be represented by \( V_t \equiv \frac{\sum_i \left( \sum_{S_{S_i}} \beta_i - \sum_{S_{S_j}} \alpha_j \right)}{1 - \sum_j \alpha_j} \), then Equation (2) becomes (we have excluded non-interest incomes/expenses and provisions for simplicity):

\[
\left( t - \sum_i r_t V_t \right) \left( 1 - \sum_i \alpha_i \right) = \sum_t \left( \sum_{S_{S_i}} \left( r_{t_i} - \bar{r}_t \right) \beta_i - \sum_{S_{S_j}} \left( r_{t_j} - \bar{r}_t \right) \alpha_j \right)
\]

Therefore, our analysis of the ROE spread should not look at the spread to cash, but should look at the ROE spread to a weighted average of reference rates (with the weights determined by the post-hedging repricing term structure of the major banks’ balance sheets). This replacement is not necessary in this paper since we add an additional margin to all spreads to convert them into hedged spreads to current/expected cash rates, and we only evaluate the long-run relationship between the ROE and the cash rate (so different repricing terms do not matter).
# Appendix B: Principal Component Analysis

Table B1: Principal Component Variable List and Sources

<table>
<thead>
<tr>
<th>Variable</th>
<th>Detail</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real GDP</td>
<td>Annual, year-ended growth</td>
<td>RBA statistical table H1 Gross Domestic Product and Income</td>
</tr>
<tr>
<td>Real GDP forecast</td>
<td>One-year-ahead, annual, year-ended growth</td>
<td>RBA forecast</td>
</tr>
<tr>
<td>CPI inflation</td>
<td>Year-ended</td>
<td>RBA statistical table G1 Consumer Price Inflation</td>
</tr>
<tr>
<td>CPI inflation forecast</td>
<td>One-year-ahead, year-ended</td>
<td>RBA forecast</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>End of quarter</td>
<td>RBA statistical table H5 Labour Force</td>
</tr>
<tr>
<td>Unemployment rate forecast</td>
<td>One-year-ahead</td>
<td>RBA forecast</td>
</tr>
<tr>
<td>Business credit</td>
<td>Nominal, year-ended growth</td>
<td>RBA statistical table D1 Growth in Selected Financial Aggregates</td>
</tr>
<tr>
<td>Housing credit</td>
<td>Nominal, year-ended growth</td>
<td>RBA statistical table D1</td>
</tr>
<tr>
<td>Personal credit</td>
<td>Nominal, year-ended growth</td>
<td>RBA statistical table D1</td>
</tr>
<tr>
<td>Business profits&lt;sup&gt;(a)&lt;/sup&gt;</td>
<td>Nominal, year-ended growth</td>
<td>ABS</td>
</tr>
<tr>
<td>Household disposable income&lt;sup&gt;(b)&lt;/sup&gt;</td>
<td>Real, annual, year-ended growth</td>
<td>ABS/RBA</td>
</tr>
<tr>
<td>Established house price index</td>
<td>Year-ended growth</td>
<td>ABS</td>
</tr>
<tr>
<td>Terms of trade</td>
<td>Year-ended growth</td>
<td>RBA statistical table H1</td>
</tr>
<tr>
<td>ASX 200 option-implied volatility&lt;sup&gt;(c)&lt;/sup&gt;</td>
<td>Quarter average</td>
<td>Thomson Reuters</td>
</tr>
</tbody>
</table>

**Notes:**
- (a) Gross operating surplus and gross mixed income
- (b) Excluding unincorporated businesses, after tax and before deductions for interest payments
- (c) Implied volatility from at-the-money ASX SPI call options used before 2008, ASX VIX data used after 2008

To parsimoniously incorporate information from a large number of variables, we use a common dimensionality reduction technique known as principal component analysis. In short, out of all possible linear combinations of the variables, the first principal component (PC) is the linear combination with the largest variance. The second PC then has the largest variance conditional on the linear combination being orthogonal to the first linear combination. And so on. Ideally, as a result of this process we can construct a small number

---

32 More accurately, our method normalises each variable by its standard deviation before conducting the PCA. So the first PC maximises the normalised variance.
of variables that contain the majority of the explanatory power contained within the array of original variables. We find that the first two PCs contain 57 per cent of the variation contained within our collection of variables.

Figure B1 shows the time series of the first two PCs (also known as the ‘scores’). From our regression results, after controlling for the cash rate and the yield curve, both PCs have a negative relationship with provisioning rates. Figure B2 shows each underlying variable’s ‘loading’ with respect to each PC (to construct each principal component, each underlying variable is multiplied by a loading, these products are then summed). In this figure, the scores are normalised such that the loadings are the correlations between the underlying variables and each PC.

Figure B1: Provisions and Principal Components

Major banks, demeaned

Note: (a) First two PCs of macro variables (GDP growth, inflation, unemployment, RBA forecasts, credit growth, house price growth, business profits, household disposable income, terms of trade, ASX VIX); constructed from correlation matrix of macro variables and with loadings normalised to have unit length; numbers in parentheses are the proportions of variation explained by each PC.

Sources: ABS, APRA, Authors’ calculations; RBA
The unemployment rate and its forecast have a strong negative correlation with the first PC, while the credit and income variables have a strong positive correlation. Therefore, the negative relationship between the first PC and provisioning rates is expected. The second PC has a strong negative relationship with the equity volatility index and a strong positive relationship with house prices and household credit, consistent with the second PC’s estimated negative relationship with provisioning rates. However, the positive relationship between unemployment and the second PC, and the negative relationship between inflation forecasts and the second PC, are difficult to explain.

One potential problem with using PCs in a regression with other variables (the cash rate and yield curve in our case) is that these other variables could be correlated with the excluded PCs (we only include the first 2, out of 14 PCs), in which case the estimated relationship between the cash rate and provisioning rates may be picking up the relationship between the excluded PCs and provisioning rates rather than the true relationship between the cash rate and provisioning rates (i.e. there may be omitted variable bias).

33 The interpretation here is that falling credit growth signals poor macroeconomic conditions and/or a reduced ability of borrowers to refinance, which then causes provisioning rates to rise. Alternatively, higher credit growth could reduce provisioning rates to the extent that new borrowers are of higher credit quality than the existing stock of loans (Borio et al 2015). However, another possibility is that higher provisioning rates reduce profitability, causing banks to pull back on lending (i.e. reverse causality).
To evaluate the potential extent of this problem, we regress the cash rate on all excluded PCs. By construction, no other linear combination could reduce the unexplained portion of the cash rate (i.e. the squared residuals are minimised). Therefore, the $R^2$ from this regression can be interpreted as the maximum possible (squared) correlation between the cash rate and the information omitted by only using the first two PCs. We find an $R^2$ of 0.16 and that it is insignificantly different from zero. So we conclude that the estimated relationship between the cash rate and provisioning rates is not just picking up the relationship between provisioning rates and the omitted macro variables.
Appendix C: The Envelope Theorem as It Relates to Cost of Funding

Suppose each bank is subject to a cost function $f(x,a)$, where the vector $x$ contains the bank’s discretionary variables and the vector $a$ contains the bank’s non-discretionary variables. And that each bank, as a profit maximiser, wants to minimise this cost function subject to a vector of constraints $g(x,a) \geq 0$.

Let the constrained optimum values of $x$ be $x^*(a)$ (i.e. the optimum values are a function of the non-discretionary variables), and let the Lagrange multipliers at the optimum point be $\lambda^*(a)$. And suppose we put these optimum values back into the cost function to get the constrained optimum value of the cost function: $f(x^*(a),a)$.

The Envelope Theorem states that, assuming the cost function and constraints are continuously differentiable, then the total derivative of the optimised cost function with respect to the non-discretionary variables, $a$, is equal to the partial derivatives of the Lagrangian with respect to $a$. In other words, to a first-order approximation, we can ignore the effect changes in $a$ have on $x^*(a)$ and $\lambda^*(a)$, and just evaluate the effect the change has on the cost function and any binding constraints.

The intuition behind this result is as follows. From the chain rule, the total derivative of the optimised Lagrangian with respect to $a$ will include $\frac{\partial L}{\partial x} \cdot \frac{dx^*}{da}$ terms and $\frac{\partial L}{\partial \lambda} \cdot \frac{d\lambda^*}{da}$ terms. However, at the optimum, the derivative of the Lagrangian with respect to the components of $x$ and the Lagrange multipliers must be zero (i.e. the first-order conditions), so all these terms will equal zero. All that remains of the total derivative are the partial derivatives of the cost function with respect to $a$ (i.e. $\frac{\partial f}{\partial a}$), and the partial derivatives of the constraints with respect to $a$ multiplied by the Lagrange multipliers (i.e. $\lambda^* \cdot \frac{\partial g(x,a)}{\partial a}$).

So what does this mean for our analysis? Take the following simplified summary of a bank’s cost minimisation problem:

$$\min_{x,y} \left\{ r_D x + r_H y + r_W (1 - x - y) + D(y) \right\}$$

Subject to:

$$x = s_x (r_H, r_D, r_W)$$

$$y = s_y (r_H, r_D, r_W)$$

where $r_D$ is the spread on no-/low-interest deposits, $x$ is the share of no-/low-interest deposits, $r_H$ is the discretionary spread on the bank’s other deposit accounts (e.g. high-interest and term deposits) and $y$ is the share of these deposits, and $r_W$ is the cost of wholesale funding and equity. $D(y)$ is some demand function for discretionary deposits (e.g. demand for stable funding).

---

34 The complementary slackness condition from the Karush–Kuhn–Tucker theorem means that $f(x^*(a),a)$ and the Lagrangian at $x^*(a)$ and $\lambda^*(a)$ are identical.
The two constraints are the supply functions of no-/low-interest deposits and other deposits, respectively; they are a non-negative function of their own spread and a non-positive function of the spreads on substitutes. There is no supply curve for wholesale funding as the bank is assumed to be a price taker in the wholesale market.

When minimising the cost function subject to the constraints, the Lagrange multipliers associated with the no-/low-interest deposit supply curve and the other deposit supply curve are, respectively, $\lambda_x = r_D - r_W$ and $\lambda_y = r_W + D'(y)$; these are the shadow prices of the constraints.

From the first-order condition for $r_H$:

$$y + \left( (r_D - r_W) \frac{\partial s_x}{\partial r_D} + \left( r_W - r_D + D'(y) \right) \frac{\partial s_x}{\partial r_D} \right) = 0$$

Assuming $r_D < r_W$ and that $\frac{\partial s_x}{\partial r_D} > 0$, the above equality requires $r_D - r_W + D'(y) < 0$. That is, both shadow prices are negative.

Then, from the Envelope Theorem, the change in the cost function following an exogenous increase in $r_D$ (i.e. a decrease in the cash rate) equals:

$$x + \left( (r_D - r_W) \frac{\partial s_x}{\partial r_D} + \left( r_W - r_D + D'(y) \right) \frac{\partial s_x}{\partial r_D} \right) dr_D$$

Suppose we further assume that: $r_D < r_W$ (a realistic assumption from the data); $\frac{\partial s_x}{\partial r_D} \geq - \frac{\partial s_y}{\partial r_D}$ (i.e. a change in $r_D$ cannot have a bigger effect (in absolute value) on the supply of substitute deposits than it has on no-/low-interest deposits); and the demand for discretionary deposits is not so inelastic that it causes an increase in $r_H$ so large that it completely offsets the cost reduction from substituting into the cheaper deposits. Then:

$$\left( (r_D - r_W) \frac{\partial s_x}{\partial r_D} + \left( r_W - r_D + D'(y) \right) \frac{\partial s_x}{\partial r_D} \right) < 0 \tag{C1}$$

The first two terms in Equation (C1) are captured in the ‘funding mix’ part of Figure 8, the third term could be partially captured in the funding mix part and would cause an endogenous increase in $r_D$. Since we know the change in $r_D$ will be $\geq 0$, the funding mix component must be negative. Moreover, it must be larger in absolute value than any endogenous increase in $r_D$. Therefore, the absolute value of the funding mix component is an upper bound on the total size of the combined indirect effects from changes in the constraints. The counterfactual exercise we run in Section 4.2.5 estimates the size of this upper bound.

Importantly, if the supply curve for no-/low-interest deposits was vertical, both $s_x$ and $s_y$ would not directly be affected by $r_D$. Therefore, the total change in funding costs resulting from an increase in $r_D$ would be the direct effect ($xdr_D$).
Appendix D: Accuracy of the Lending Spreads Part of the Model

The shares of each asset component – the $\beta_i$ parameters in Equation (2) – are calibrated using APRA data reported by the major banks and other balance sheet data obtained by the RBA. The spreads are estimated from major bank interest rate data collected by the RBA.

The loan asset classes are: housing loans (split into the various combinations of owner-occupier/investor, principal and interest/interest only, variable/fixed), home equity loans, unsecured personal loans (variable/fixed), credit cards, margin loans, and business loans (small/large, variable/bank bills/fixed). The RBA collects interest rate data on each of these asset classes (including average discounts on the advertised rates offered by the major banks), and we use information on the repricing maturity of these loans to convert these interest rates into spreads to reference rates. The offset accounts of home loans are assigned an interest rate of zero.

This appendix evaluates how well the loan assets part of our model lines up with more aggregated data reported to APRA. While the reported data may be more accurate than our model estimates, they likely also contain measurement error and do not provide a sufficiently rich breakdown for our purposes. For example, we need to know the repricing terms of the various loan types, the shares of each loan type, and the spreads to reference rates of the loans. None of the data used for comparison in this section was used to calibrate our model, so this is a true external validation exercise.

Figure D1 compares quarterly average outstanding loan rates estimated from our model, to quarterly average lending rates reported to APRA by the banks. Our model provides a close approximation to the reported rates. Moreover, it is not just the broad trends that are matched, but the shape of the interest rate curves. These results give us confidence in the accuracy of our assumptions and calibration.

While the quarterly average rates reported by APRA provide the best comparison, we only have data from 2009. For a longer time series, we approximate quarterly average lending rates from the major banks’ quarterly interest income data reported to APRA. The APRA data in Figure D2 are constructed by taking the quarterly loan interest income, dividing it by the average loan balance during the quarter, and annualising.

The APRA data in Figure D2 are constructed on a ‘licensed authorised deposit-taking institution (ADI)’ basis, while our model and the APRA data in Figure D1 are based on the ‘domestic book of the licensed ADI’. So we do not expect our model to align as closely in Figure D2 as it does in Figure D1. That said, our model closely approximates these licensed ADI estimates over the entire sample, providing further validation of our assumptions and calibration.
Figure D1: Average Outstanding Lending Rates
Quarter average

Table 1:

<table>
<thead>
<tr>
<th>Year</th>
<th>2015</th>
<th>2013</th>
<th>2011</th>
<th>2009</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate</td>
<td>4%</td>
<td>5%</td>
<td>6%</td>
<td>7%</td>
<td>8%</td>
</tr>
</tbody>
</table>

APRA data
Model estimate (a)

Note: (a) Hedged; home loan offset accounts are given an interest rate of zero
Sources: APRA, Authors’ calculations; RBA

Figure D2: Average Outstanding Lending Rates
Hedged, quarter average

Table 2:

<table>
<thead>
<tr>
<th>Year</th>
<th>2014</th>
<th>2011</th>
<th>2008</th>
<th>2005</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate</td>
<td>4%</td>
<td>5%</td>
<td>6%</td>
<td>7%</td>
<td>8%</td>
</tr>
</tbody>
</table>

APRA data (b)
Model estimate (a)

Notes: (a) Home loan offset accounts are given an interest rate of zero
(b) Licensed ADI; from ARF 330.1.L
Sources: APRA, Authors’ calculations; RBA
Appendix E: Further Details about the Construction of Debt Funding Spreads

This appendix outlines the construction of debt funding spreads and funding shares in more detail.

Wholesale debt

The long-term debt spreads at issuance are estimated from a combination of primary and secondary market data.

We use BBSW rates as the measure of domestic short-term funding costs. For foreign currency debt, we add the cost of foreign currency hedging to get an estimate of the hedged foreign currency cost.

Term deposits

We estimate the weighted-average outstanding term deposit spread from a daily time series of advertised term deposit ‘special’ rates on new (and rolled-over) deposits, monthly APRA data on the total outstanding volume of term deposits, quarterly APRA data on the remaining time to maturity of outstanding term deposits, and an ad hoc query of the banks’ actual average cost of term deposits.

The interest rate data is collected for monthly maturities up to 12 months, plus 24-, 36-, and 60-month maturities; at each point in time, only a subset of maturities will have a ‘special’ rate.

We begin by assigning these maturities into short, medium, and long buckets \( \{ S, M, L \} \).

For each maturity \( (m) \), let \( T_m \) be the length of that maturity in days. And use \( r_{m,t,i} \) to denote the spread to equivalent-maturity OIS of a new \( m \)-month special term deposit issued on day \( t - i \).

We compute the weighted-average outstanding term deposit spread as:

\[
\bar{r}_t = \frac{\sum X \sum_{m \in X} \sum_{t=0}^{T_m-1} d_{X,m,t} f_{m,t} + q}{\sum X \sum_{m \in X} \sum_{t=0}^{T_m-1} d_{X,m,t}}
\]

\[
d_{X,m,t} = \beta_{X,t} \left( \frac{f_{m,t}}{T_m} \right) \frac{1}{V_{t-i}}
\]

where:

- \( V_{t-i} \) is the outstanding volume of term deposits at time \( t - i \). This is intended to proxy for the relative volume of new and rolled-over deposits. Since the level of \( V \) doesn’t matter, this will be a good proxy as long as the portion of outstanding term deposits that are new or rolled does not change much over time.

- \( \beta_{X,t} \) is the share of new term deposits at time \( t - i \) with a maturity in bucket \( X \). We use a time series on the ‘remaining time to maturity’ structure to recursively estimate the \( \beta \) parameters. We aggregate maturities into buckets because not every maturity will have a special rate on every day, and because our remaining time to maturity data is not available at a monthly disaggregation.
Specifically, we assume the longest remaining time to maturity category are all new term deposits (i.e. we assume the banks do not offer longer-maturity deposits). For the next longest category, we take the residual maturity data and remove the deposits in the longest maturity category that were issued in the previous period (as these would still be outstanding); this gives an estimate of the new term deposits issued with this maturity. This process continues until we reach the shortest maturity category.

- \( l_{mt-i} \) is an index function equal to one if at least one of the major banks offered a ‘special’ rate on a term deposit of maturity \( m \) on day \( t-i \); it is equal to zero otherwise. We are implicitly assuming that no-one chooses a term deposit of this maturity if there is not a special rate. We divide this index by \( T_m \) to account for the fact that depositors with a preference for longer maturities will roll their term deposits less frequently; all else being equal, this means a given depositor is more likely to choose a shorter-term deposit. The sum is included in the denominator to ensure the share of new deposits at time \( t-i \) with a maturity in bucket \( X \) equals \( \beta_{X,t-i} \).

- \( q \) is a constant derived from the ad hoc bank query (only our most recent query asked about term deposits); its value ensures the \( r \) we compute for 30 June 2017 equals the average value provided by the major banks through the query for this day. This constant is designed to account for any unadvertised special rates provided to some customers. We compute a value of \( q \) equal to 16 basis points.

- The average must include spreads on all term deposits still outstanding. We assume term deposits remain outstanding until their original maturity date has been reached. This is accounted for in the \( \sum_{i=0}^{T_m-1} \) sum.

**At-call high-interest deposits**

We use data from the ad hoc queries of the major banks to determine the total volume of the major banks’ at-call high-interest accounts (such as online savings accounts, bonus saver accounts, and cash management accounts); we interpolate the data between queries.\(^{35}\) We then use interest rate data collected by the RBA to determine the advertised spread to the cash rate on these deposits at each point in time. We add a constant to account for any difference between the advertised and actual rates given to some customers; we compute an average difference of 15 basis points (based on the difference between our advertised weighted average rate and the rates reported in the ad hoc queries).

**Wholesale deposits**

For corporations, pension funds, and governments, we assume their remaining deposit accounts pay interest rates that move with rates in the domestic markets for short-term bank debt securities (these are converted into spreads to OIS); these securities are plausible substitutes for many of these institutions. From the ad hoc queries, we found that the average difference between these deposit rates and the rates on short-term debt securities was

\(^{35}\) These ad hoc queries occur on an approximately annual basis.
–71 basis points; so we add this constant to the short-term debt spreads to get our estimate of wholesale deposit spreads.

The volume of these deposits are computed as a residual – the total volume of deposits minus the deposits assigned to other categories.

*No-/low-interest deposits*

The volumes of non-interest bearing deposits, and low but fixed-rate deposits of households and unincorporated enterprises, are computed from the ad hoc queries of the major banks; we interpolate the data between queries. We estimate the low fixed rate using the average rate on these deposits reported in the queries (1.01 per cent). We assume banks hedge these no-/low-interest deposits into a variable interest rate exposure by entering into 3-year fixed-for-floating swaps (this is known as a ‘replicating portfolio’ hedge); this variable rate is converted into a spread to OIS.
Appendix F: Excluding Components from Return on Equity (ROE)

From Equation (2), we have the following relationship between the ROE and the various components that must sum to equal the ROE:

\[
(\epsilon_z - \epsilon_j)(1 - \sum_i \alpha_{i,j}) = \sum_{i \in D} (r_{t,j} - \epsilon_i) \beta_{i,j} - \sum_{j \not\in D} (r_{t,j} - \epsilon_j) \alpha_{i,j} + \left( \frac{f_i - \epsilon_i}{\epsilon_i} \right) + \sum_{i \in D} (r_{t,j} - \epsilon_i) \beta_{i,j} - \sum_{j \not\in D} (r_{t,j} - \epsilon_j) \alpha_{i,j} - \sum_j \rho_{j,t} \left( 1 + r_{t,j} \right) \beta_{j,t}
\]

where we have split out the discretionary and non-discretionary components (D is the set of discretionary lending and deposit components), and we have added a time subscript \( t \).

Equation (F1) is not a causal equation. That is, banks have discretion over their discretionary lending and deposit rates (by definition), and therefore have discretion over their ROE. So this equation is not enough for us to determine the level of ROE for a given level of the non-discretionary components. To characterise the behaviour of the banks, we define the following general behavioural function that determines a bank’s ROE:

\[
\epsilon_z = f_i(X_t, \epsilon_j) + \epsilon_j
\]

where \( f_i(\cdot) \) is some (potentially time-varying) function that determines the systematic response of the bank’s ROE to some set of variables \( X_t \) and \( \epsilon_j \), and \( \epsilon_j \) is some mean-zero independent random component (that would have a variance of zero if ROE is completely deterministic given \( X_t \) and \( \epsilon_j \)). This equation is sufficiently general to cover all possible behavioural response functions, but it is not very helpful in its current form. To get something more useful, we require more assumptions.

Splitting \( f_i(X_t, \epsilon_j) \) into \( f_i(X_t, \epsilon_j) \) and a part of the function that is orthogonal to \( r_{c,t} \) (call it \( f_i(X_t) \)) is innocuous because we can recover \( f_i(X_t, \epsilon_j) \) by setting \( f_i(X_t(X)) \equiv 0 \). So we rewrite Equation (F2) as:

\[
\epsilon_z = f_i(X_t) + f_{2,i}(X_t, \epsilon_j) + \epsilon_j
\]

From Equation (F1), for any change in the non-discretionary components that results from a cash rate change, there exists some \( f_{2,i}(X_t, \epsilon_j) \) such that the aggregate pass-through to discretionary lending and deposit rates is one-for-one. From Equation (F1), this function (call it \( f_{2,i}(X_t, \epsilon_j) \)) must satisfy:

\[
\frac{df_{2,i}}{d\epsilon_z} = \frac{1}{1 - \sum_i \alpha_{i,j}} \frac{dN_i}{d\epsilon_z}
\]

where \( N_i \equiv \sum_{j \not\in D} (r_{t,j} - \epsilon_i) \beta_{i,j} - \sum_{j \not\in D} (r_{t,j} - \epsilon_j) \alpha_{i,j} - \sum_j \rho_{j,t} \left( 1 + r_{t,j} \right) \beta_{j,t} \) are the non-discretionary components, and we have assumed the equity share does not change with the cash rate.

To determine whether aggregate pass-through to discretionary lending and deposit rates is one-for-one, we need to determine whether \( \frac{df_{2,i}}{d\epsilon_z} = \frac{df_{2,i}}{d\epsilon_z} \). With some assumptions, this can be done by looking at the co-movement of \( \frac{d\epsilon_z}{dt} \) and \( \frac{df_{2,i}}{d\epsilon_z}, \frac{d\epsilon_z}{dt} \) over time.
First, we assume the changes in $r_{t}$, not caused by changes in the cash rate are also not correlated with changes in the cash rate. For changes in $f_{1}(X)$ and $\varepsilon_{t}$, this is true by construction. For $f_{2}(X, rC_{t})$, this requires $\frac{df_{2, t}}{drC_{t}}$, $\frac{df_{2, t}}{dt}$, and $\frac{\partial f_{2, t}}{\partial t}$ to not be correlated with $\frac{df_{2, t}}{drC_{t}}$. If this assumption holds, then with a sufficiently large sample we would be able to statistically determine whether the pattern in $\frac{dr_{E, t}}{dt}$ is significantly different from $\frac{df_{2, t}}{dt}$ plus uncorrelated noise.

For a given sample size, the accuracy of this statistical analysis decreases as the variance of the uncorrelated noise increases. So, when constructing $r_{E, t}$ from the components of our model, we can increase the accuracy of our analysis by excluding components of the uncorrelated noise.

From Section 4.4, net non-interest income is volatile and is not correlated with the cash rate. Therefore, if net non-interest income is part of the majors’ ROE behavioural function, it would be in the uncorrelated noise (specifically, it would be in $f_{1}(X)$), and excluding it would increase the accuracy of our analysis. So we exclude net non-interest income from ROE.36

Second, we exclude provisioning. From Section 4.1, changes in the provisioning rate can be caused by both changes in the cash rate and changes in other factors. Since these other factors can be large, excluding provisioning and adjusting $\frac{df_{2, t}}{drC_{t}}$ accordingly may improve the accuracy of our analysis. Unfortunately, with provisioning rates being correlated with the cash rate, if provisioning is not part of $f_{2}(X, rC_{t})$ then excluding it from ROE will introduce a bias into our analysis (because the erroneously excluded component will go into $\varepsilon_{t}$ and will be correlated with the cash rate). Therefore, by excluding provisioning from ROE we are implicitly assuming that all provisioning is captured in $f_{2}(X, rC_{t})$. The large reduction in the variance of ROE–NII after excluding provisioning is evidence in favour of this assumption.

At each point in time ($T$), the ‘one-for-one pass-through’ line in Figure 12 is defined as:

$$
\sum_{i=1}^{T} \frac{\Delta f_{2, i}^{\ast\ast}}{\Delta C_{t}} \Delta C_{t} - \mu = \sum_{i=1}^{T} \left[ 1 + \frac{\Delta (f_{QAA, t} - rC_{t})}{\Delta C_{t}} \left( \frac{\beta_{QAA}}{1 - \sum_{j} \alpha_{j}} \right) - \frac{\Delta (f_{ND, t} - rC_{t})}{\Delta C_{t}} \left( \frac{\alpha_{ND}}{1 - \sum_{j} \alpha_{j}} \right) \right] \Delta C_{t} - \mu
$$

where $f_{2, t}^{\ast\ast}$ is $f_{2, t}$ excluding the ROE response to provisioning, CLA denotes ‘cash and liquid assets’, ND denotes no-/low-interest deposits, $\mu$ is the adjustment required for the 2003–07 average to equal zero, and $\Delta (f_{ND, t} - rC_{t})$ accounts for the replicating portfolio hedge.

36 If net non-interest income is not part of the majors’ ROE behavioural function, then excluding it from ROE would add a component to $\varepsilon_{t}$. This would increase the variance of the uncorrelated noise and reduce the accuracy of our analysis, but it would not introduce a bias (because net non-interest income is uncorrelated with the cash rate). The smaller variance of ROE–NII relative to ROE suggests that net non-interest income is part of the majors’ ROE behavioural function.
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Discussion

1. Aarti Singh

I would like to thank the organisers for giving me this opportunity to discuss this paper by Anthony Brassil, Jon Cheshire and Joseph Muscetello on the transmission of monetary policy. In my discussion I will first briefly describe some of their results that I find really interesting. And then I will attempt to relate their findings about monetary policy transmission with the modelling assumptions of dynamic stochastic general equilibrium (DSGE) models with financial intermediation. Finally, given that they have this very detailed dataset about banks’ balance sheets from the Australian Prudential Regulation Authority, my suggestion to the authors would be to extend the analysis in the paper to comment on the competitiveness of the banking sector in Australia.

Let me begin by first saying that the authors are working on a very interesting topic. Both academics and policymakers are always interested in understanding which factors affect the transmission of monetary policy. Monetary policy in Australia affects not only the cash rate (or the policy rate) but numerous other interest rates in the economy, and these interest rates in turn affect the aggregate economy. While some researchers directly examine the effect of monetary policy shocks on the aggregate economy, using either aggregate- or disaggregate-level data; the authors of this paper carefully examine, albeit indirectly, how changes in the cash rate affect two key interest rates set within the banking sector: banks’ lending rates and deposit rates. The approach adopted by the authors is innovative and flexible. They first construct a detailed model of the banks’ balance sheets, then they estimate the monetary policy pass-through on non-discretionary components of the banks’ balance sheets and on equity, which is discretionary. Using the balance sheet identity they indirectly determine the pass-through to discretionary components of the banks’ balance sheets, such as the lending and the deposit rates. On average, they find that, between 2003 and 2012, the aggregate pass-through to lending and deposit rates was broadly one-for-one, however, since mid 2012, it has been incomplete, only about 90 per cent.

To understand their methodology, consider the following equation where the expected net return from borrowing and lending is the return from equity. The balance sheet identity is therefore given by

$$\sum_j A_j \equiv \sum_j L_j + E$$  \hspace{1cm} (1)

Using this identity, the authors derive a relationship between the bank’s return on equity, $r_E$; and its lending rate $r_L$ and deposit rate $r_A$

$$\left(1 + r_E\right) E = \sum_j \left(1 - \rho_j\right) \left(1 + r_A\right) A_j - \sum_j \left(1 + r_L\right) L_j + \left(f - c\right) \sum_j A_j$$  \hspace{1cm} (2)
The authors then rewrite this equation by expressing each interest rate as a spread to the cash rate.

The first finding, which I find really interesting, is that, for a majority of the banks in Australia, interest rates on assets and liabilities are repriced within three months. What this means is that if the cash rate changes, the banks are able to change their interest rates such that the spreads are not affected and the banks can hedge the interest rate risk. This leads me to my first comment. Looking back, some of the earlier papers on financial intermediation, for example Bernanke, Gertler and Gilchrist (1999), focused on the demand side of credit. In these models when there was a negative shock to the net worth of a borrower, their ability to borrow was inhibited and capital fell subsequently, generating the well-known financial accelerator effect. In these models the financial intermediation sector was perfectly competitive. More recently, Gerali et al (2010) have incorporated the supply side of credit (competition and interest rate-setting strategies), and in these models the banking sector has imperfect competition. The banks in these models face a repricing friction where banks have short-term deposits but lend long term. Therefore, this maturity mismatch of the banking sector dampens the impact of the monetary policy shock. However, the results of this paper by Brassil, Cheshire and Muscatello suggest that, in Australia’s case, banks are able to hedge interest rate risk. This is unlike other banking systems where repricing mismatch plays an important role in the transmission of monetary policy, which is also discussed by the authors in their paper. Does that mean that monetary policy shocks are not attenuated by the Australian banking sector? I would suggest that the authors discuss their findings and what their results imply for the DSGE models of the Australian economy with an imperfectly competitive banking sector.

I now briefly mention some of the other findings in the paper on the non-discretionary items on the balance sheet. In the case of provisions, the rate of provisions is typically increasing in the cash rate. This is because, for example, when interest rates fall, the chances of people defaulting on their loans also fall. The authors find evidence of incomplete pass-through and their estimates suggest that a 100 basis point cut in the cash rate is expected to reduce annual provisioning rates by 7 basis points. In wholesale debt markets, the banks are price takers and the cost of borrowing from these markets sees a full pass-through of cash rate changes. For the no-/low-interest rate deposits, by construction, spreads on these deposits have a one-for-one negative relationship with the cash rate. Overall, the authors find that, based on Equation (2), written in terms of spreads with respect to the cash rate, changes in the cash rate pass on to the non-discretionary components of the banks’ balance sheets almost one-for-one.

Looking at the discretionary components, the authors find that the return to equity, the left-hand side of Equation (2), has not moved with the cash rate since 2007. So this would then suggest that there is incomplete pass-through to discretionary components of the balance sheet. Finally, the authors conclude that, if the lack of return on equity pass-through were spread evenly across both discretionary lending and deposit rates, the deviation from full pass-through would be around 11 basis points for every 100 basis point change in the
cash rate since 2007. And if, instead, the pass-through was offset by lending rates alone, then lending rates would be 16 basis points higher than full pass-through.

The analysis is extremely rigorous and I would encourage the authors to construct a simple example to illustrate the implications on savings. For example, what are the implications if the pass-through is 11 basis points versus 16 basis points to one of the lending rates faced by Australian households, such as the loan rate on mortgages.

More broadly, what do the results of this paper suggest about the competitiveness of the banking sector in Australia? Based on the estimates of pass-through, are banks in Australia very competitive? If not, and the banking sector is imperfectly competitive, banks in Australia are likely to charge interest rates on their loans (deposits) at a mark-up (mark-down) over their marginal cost. In a study of banks in the United Kingdom, Alessandri and Nelson (2015) calibrate the mark-down of deposit rates below the interbank rate as 0.6 and the mark-up on their lending rates as 1.47, such that the deposit and loan rates implied by the model are 1.8 per cent and 6.25 per cent. My suggestion to the authors would be to determine the mark-ups and mark-downs in the key deposit and loan markets and discuss whether their conclusion of incomplete monetary policy transmission is consistent with these simple calculations. In the end I want to briefly mention the findings on a paper by Claessens and Laeven (2004) on competition in the banking sector using a panel of 50 countries for the period 1994–2001. Their evidence (in Table 2 of their paper) suggests that the level of competition in the banking sector in Australia is comparable to other developed countries such as the United States and the United Kingdom. Understanding the dynamics of banking competition would be another interesting way to understand the transmission of monetary policy in Australia in future research.

Finally, I enjoyed reading the paper and it was very competently executed.

Thank you.
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2. **General Discussion**

Discussion initially focused on the structure of the residential mortgage market in Australia. Participants highlighted that variable-rate loans accounted for a significant share of Australia’s residential mortgage market. This means that the cash flow channel of monetary policy is more potent in Australia than in other countries where fixed-rate mortgages are more prevalent. There was some discussion as to whether this feature of the Australian market was desirable. One participant noted that the widespread use of variable-rate lending in Australia had led to greater public focus on monetary policy decisions, and had allowed Australian banks to move mortgage rates in line with their funding costs during the global financial crisis. On the other hand, this meant that cash rate changes could induce larger balance sheet responses than in other markets through changes in the volume of lending.

The high share of variable-rate mortgages in Australia means that households are more exposed to interest rate risk than banks. Participants discussed whether this was optimal. Some participants thought it was preferable for some interest rate risk to remain with households. One reason given was that banks may have incentives to take ‘directional bets’ on interest rate movements if they bore a greater share of this risk. Other participants considered that it would be reasonable for Australian banks to take on a greater share of interest rate risk, given they had the ability to diversify over their entire portfolio (which is not an option available to households). Others observed that the Australian market had developed its own hedging products (e.g. fixed-rate mortgages and offset accounts) and institutional features (e.g. a focus on lending standards and financial literacy) in response to the dominant pricing conventions. However, these products are not available to all households.

Focusing on the analysis, one participant asked whether interest rate pass-through differed in magnitude, timing or symmetry with respect to the direction of cash rate movements. Anthony Brassil noted that pass-through to variable-rate mortgages tended to occur within a few weeks of cash rate movements because around 80 per cent of mortgages have variable rates. He acknowledged that it was difficult to assess asymmetries because the cash rate had mainly moved in one direction over the sample used in the paper. The authors noted that the analysis intentionally abstracted from volume effects and, instead, examined pass-through to banks’ existing assets. Future analysis could examine changes in credit provision over time to gain broader insights into the bank lending channel.
A Factor Model Analysis of the Effects of Inflation Targeting on the Australian Economy

Luke Hartigan and James Morley*

1. Introduction

A quick look at the data in Figure 1 makes it clear that the introduction of inflation targeting corresponded to a stabilisation of the level of consumer price index (CPI) inflation in Australia around the numerical target range of 2–3 per cent introduced by the Reserve Bank of Australia (RBA) in 1993 (Stevens 1999). An important question is whether inflation targeting had other effects on the Australian economy, such as changing common movements in macroeconomic variables, including those related to the transmission of monetary policy shocks. Factor modelling provides a powerful and flexible way to investigate this empirical question in a data-rich environment.1

Figure 1: CPI Inflation

Year-ended

Notes: Excludes interest charges prior to the September quarter 1998 and adjusted for the tax changes of 1999–2000; shaded region indicates the RBA’s inflation target range
Sources: ABS; RBA

* Luke Hartigan is from the Economic Research Department of the Reserve Bank of Australia (RBA) and James Morley is from the University of Sydney. The views expressed in this paper are those of the authors and not necessarily those of the RBA.

1 See Stock and Watson’s (2016) survey of factor modelling and its use in examining the effects of structural shocks.
We compile a large panel of macroeconomic data for the Australian economy and conduct factor model analysis to investigate the effects of inflation targeting. Our analysis suggests that a sizeable portion of macroeconomic fluctuations for Australia can be captured by two common factors. This result is the same as was found for the US economy by Stock and Watson (2005) and many others. Standard selection criteria suggest the need for two to four common factors, with recursive estimates generally suggesting a possible decline in the number of common factors following the introduction of inflation targeting. This possible decline stands in contrast to findings for the US economy by Bai and Ng (2007) of a possible increase. A change in the number of factors is indicative of a change in the factor structure, with a decline implying a different type of structural change than an increase. We explore the particular nature of changes in the factor structure of the Australian economy in detail.

Based on the standard selection criteria, we estimate an approximate dynamic factor model of the Australian economy with three common factors. The estimation is based on quasi-maximum likelihood, as in Doz, Giannone and Reichlin (2011, 2012). Our estimates suggest that only two common factors explain a sizeable portion of macroeconomic fluctuations and they have clear ‘real’ and ‘nominal’ interpretations based on their factor loadings. We apply a recent test developed by Han and Inoue (2015) for a structural break in factor loadings and find a significant break, with the test statistics for two versions of the test maximised just before and after the introduction of inflation targeting in mid 1993 (Stevens 1999, 2003). Notably, both versions of the test would still be significant if the break were in 1993:Q1, corresponding to the introduction of inflation targeting in the next quarter, with 1993:Q1 close to the earliest date at which both test statistics are significant. Meanwhile, there is no evidence for additional structural breaks once accounting for the break at the estimated dates or in 1993:Q1.

Looking at the cross-sectional variation in the common and idiosyncratic components of macroeconomic variables before and after the introduction of inflation targeting, it is clear that there was a much larger reduction in the volatility of common components than idiosyncratic components. That is, inflation targeting has not just stabilised the level of inflation, but it also appears to have stabilised the common components of macroeconomic variables. This reduction in common volatility is broad based, applying to both real and nominal variables. Meanwhile, the fact that idiosyncratic components have remained relatively volatile suggests that signal-to-noise ratios for common and idiosyncratic movements in variables such as CPI inflation have declined, making the benefit of using factors rather than noisy individual variables even greater during the inflation-targeting era. Interestingly, recursive estimates of factor loadings for real gross domestic product (GDP) growth, CPI inflation, and the overnight cash rate (OCR) suggest a stabilisation rather than an abrupt change with the introduction of inflation targeting. This argues against a ‘Type 1’ break, in the terminology of Han and Inoue (2015), in which there is a change in cross-correlations related to common factors or, equivalently, an increase in the number of relevant factors. Instead, it is consistent with a change in the volatility of factors or, equivalently, a decrease in the number of relevant factors, consistent with our recursive estimates of the number of factors.
The results for the approximate dynamic factor model motivate us to consider a factor augmented vector autoregression (FAVAR) model in order to investigate possible changes in the transmission of monetary policy shocks following the introduction of inflation targeting. Even if cross-correlations of variables related to factors are relatively stable, shock identification will still be affected given changes in relative variances. For identification of monetary policy shocks, we follow Bernanke, Boivin and Eliasz (2005) and use estimated loadings to relate the full panel to a three-variable structural vector autoregressive (VAR) model that includes the ‘real’ and ‘nominal’ factors from our approximate dynamic factor model and the policy interest rate. Importantly, the two common factors are re-estimated from a subset of the panel that corresponds only to ‘slow-moving’ variables that should only respond with a lag to a monetary policy shock. We find that a contractionary monetary policy shock temporarily lowers real activity and inflation, with the ‘price puzzle’ almost completely resolved, as was found by Bernanke et al (2005) for the US data.\(^2\) The CPI stabilises at a lower level, making it clear that the RBA targets inflation, not the price level (i.e. it lets ‘bygones be bygones’, as argued by Stevens (1999)). Structural break tests based on Qu and Perron (2007) suggest possible changes in VAR parameters around the introduction of inflation targeting and the global financial crisis (GFC). Sub-sample estimates suggest a resolution of the price puzzle and a flattening of the Phillips curve since the mid 2000s.

Our findings have important implications for monetary policy. First and foremost, they suggest that the benefits of inflation targeting are more than just in terms of stabilising the level of inflation, but also appear to involve reducing the common volatility of macroeconomic variables. This link in timing of a reduction in macroeconomic volatility with inflation targeting would be obscured somewhat by looking at real GDP growth on its own, but is clearer from the factor analysis. Relatedly, because idiosyncratic volatility has not reduced by as much as common volatility, our results suggest benefits to measuring real activity and price pressures using a factor modelling approach. The mitigation of a price puzzle for our FAVAR model provides an example of such a benefit. Despite apparent changes in the transmission of monetary policy, the factor modelling approach also allows for relatively precise estimation of the effects of a monetary policy shock in a data-rich environment and the possibility to relate the effects of policy to any variable in the panel, as well as any other variable that may only be available more recently due to data limitations, but for which we can estimate factor loadings. One clear implication of our FAVAR estimates is that the RBA currently pursues inflation targeting in line with its mandate, rather than price level targeting. Another clear implication is that, consistent with a flattening of the Phillips curve, the implied sacrifice ratio appears to have increased since the mid 2000s, suggesting caution against a shift to price level targeting.

The rest of this paper is organised as follows. Section 2 discusses the panel dataset, investigates the relevant number of common factors, presents estimates for an approximate dynamic factor model, and conducts break tests for the factor structure of the Australian economy. Section 3 examines the effects of inflation targeting on the factor structure of the Australian economy and draws some implications for monetary policy. Section 4 directly investigates possible changes in the transmission of monetary policy shocks by estimating a FAVAR model and also

\(^2\) See Bishop and Tulip (2017) on the challenges in removing the price puzzle for Australian structural VARs.
considers changes with the introduction of inflation targeting and during the inflation-targeting era, again drawing implications for monetary policy. Section 5 concludes. Full details of the dataset and estimation methods are provided in the appendices.

2. A Factor Model of the Australian Economy

2.1 An Australian macroeconomic panel dataset

We expand the panel datasets in Gillitzer, Kearns and Richards (2005) and Gillitzer and Kearns (2007) to cover 104 time series variables for the Australian economy from 1976:Q4 to 2017:Q2.\(^3\) Due to data availability issues, the broader coverage of variables necessitates a later starting point for the sample than in Gillitzer et al (2005) and Gillitzer and Kearns (2007). However, the sample still includes 15 years before the introduction of inflation targeting in mid 1993 and nearly 25 years since its introduction.

Because many of the raw data series are non-stationary, we transform variables by taking logs and first differences as appropriate. As part of the transformation, we allow for a structural break in the mean levels of the price growth series in 1993:Q1, corresponding to the introduction of inflation targeting. This renders all of these series stationary without needing to take second differences. Once transformed to be stationary, we standardise all series by subtracting any remaining sample mean and dividing by the sample standard deviation. This implicitly gives each variable equal weight in the factor model.

In terms of broad categories, 42 per cent of the panel corresponds to real activity variables, 19 per cent to price variables, and 15 per cent to financial variables. Table 1 provides a more detailed breakdown into categories that we will refer to when looking at panel $R^2$'s for factors. Meanwhile, a list of all variables and their corresponding data transformations is provided in Appendix A.

---

Table 1: Number of Variables by Category

<table>
<thead>
<tr>
<th>Category</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expenditure</td>
<td>20</td>
</tr>
<tr>
<td>Income</td>
<td>5</td>
</tr>
<tr>
<td>Production</td>
<td>19</td>
</tr>
<tr>
<td>Employment</td>
<td>8</td>
</tr>
<tr>
<td>Surveys</td>
<td>5</td>
</tr>
<tr>
<td>Building &amp; capital expenditure (capex)</td>
<td>5</td>
</tr>
<tr>
<td>Overseas transactions</td>
<td>5</td>
</tr>
<tr>
<td>Prices</td>
<td>20</td>
</tr>
<tr>
<td>Money &amp; credit</td>
<td>6</td>
</tr>
<tr>
<td>Interest rates</td>
<td>8</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>3</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>104</strong></td>
</tr>
</tbody>
</table>

Note: ‘Miscellaneous’ includes ‘Share price index’, ‘Real trade-weighted exchange rate index’, and the ‘Southern Oscillation Index’

Sources: ABS; RBA

2.2 How many common factors?

Figure 2 displays the ‘scree plot’ for the Australian macroeconomic panel dataset based on principle components analysis (PCA).

The typical shape of a scree plot – a steep drop off in explained variation after the first few eigenvalues and then a more shallow long tail for the remaining eigenvalues – is thought to be visually reminiscent of the side of a mountain after an avalanche, with the flattened-out rubble at the base of the mountain corresponding to the ‘scree’.

It provides a simple diagnostic for a likely number of relevant common factors. The largest two eigenvalues from PCA explain much more variation than all of the remaining eigenvalues. This is suggestive of two relevant common factors that capture about 13 per cent and 9 per cent of the joint variation in the macroeconomic variables, with the remaining ‘scree’ likely corresponding to much less important common factors or even idiosyncratic movements in some of the individual variables. This finding of two dominant common factors is consistent with findings for datasets for other countries, including for the US economy by Stock and Watson (2005).

Table 2 reports formal selection criteria results for the number of common factors. As can be seen from the cumulative explained variation in Figure 2, the next eight largest eigenvalues from PCA more than double the total variation explained. Thus, it is unclear whether two common factors are actually sufficient for the dataset. Starting with Bai and Ng (2002), formal selection criteria have been developed to determine the number of relevant common factors in a given dataset. The results in Table 2 capture this uncertainty about the number of common factors. While a majority of criteria select two common factors, there could be as many as seven relevant common factors.

Table 2 reports formal selection criteria results for the number of common factors. As can be seen from the cumulative explained variation in Figure 2, the next eight largest eigenvalues from PCA more than double the total variation explained. Thus, it is unclear whether two common factors are actually sufficient for the dataset. Starting with Bai and Ng (2002), formal selection criteria have been developed to determine the number of relevant common factors in a given dataset. The results in Table 2 capture this uncertainty about the number of common factors. While a majority of criteria select two common factors, there could be as many as seven relevant common factors.

The typical shape of a scree plot – a steep drop off in explained variation after the first few eigenvalues and then a more shallow long tail for the remaining eigenvalues – is thought to be visually reminiscent of the side of a mountain after an avalanche, with the flattened-out rubble at the base of the mountain corresponding to the ‘scree’.
Figure 2: Scree Plot
Australian macroeconomic dataset

Table 2: Number of Common Factors

<table>
<thead>
<tr>
<th></th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bai and Ng (2002)</td>
<td></td>
</tr>
<tr>
<td>$PC_{p2}$</td>
<td>4</td>
</tr>
<tr>
<td>$IC_{p2}$</td>
<td>2</td>
</tr>
<tr>
<td>Ahn and Horenstein (2013)</td>
<td></td>
</tr>
<tr>
<td>Eigenvalue ratio (ER)</td>
<td>2</td>
</tr>
<tr>
<td>Growth ratio (GR)</td>
<td>2</td>
</tr>
<tr>
<td>Onatski (2010)</td>
<td></td>
</tr>
<tr>
<td>Edge distribution (ED)</td>
<td>7</td>
</tr>
</tbody>
</table>

Note: The upper bound on the maximum number of factors used with each method was 10.

For our approximate factor model, we consider three common factors. We do so as a compromise between the 2–4 common factors suggested by the two Bai and Ng (2002) criteria. As will be seen with our estimates, two common factors appear to be sufficient to capture the main common variation in the dataset, but allowing for three common factors in the model makes this clear. Meanwhile, any evidence of more than three common factors, such as suggested by the Onatski (2010) criterion, could reflect changes in the factor structure, which we will also investigate in full detail.
As a first step in looking at possible changes in the factor structure, Figure 3 reports recursive (expanding window) estimates of the number of common factors.\(^5\) The end-of-sample estimates are the same as those reported in Table 2. What is notable, however, about the recursive estimates is that, among the criteria that suggest a larger number of common factors, there is a decline in the suggested number of factors since 1993:Q1. It is consistent with a particular type of structural change in which the factor structure simplifies over time due to an elimination of common variation and, thus, corresponds to a reduction in volatility rather than a change in cross-correlations explained by common factors. Notably, this decline contrasts with findings by Bai and Ng (2007) for the US economy of an increase in the suggested number of factors in recent years. Again, we will investigate this possibility in full detail.

![Figure 3: Number of Factors](image_url)

Notes: Maximum number of factors set to 10; initial window set to 20 quarters; dashed vertical line indicates the start of inflation targeting

2.3 Estimates for an approximate dynamic factor model

Based on the Bai and Ng (2002) selection criteria, we estimate an approximate dynamic factor model with three common factors:

\[
Y_t = \Lambda F_{t-1} + \varepsilon_t
\]

where \(Y_t\) is the data, \(\Lambda\) are the factor loadings, \(F_t\) are the factors and \(\varepsilon_t\) is the idiosyncratic component. \(Y_t\) and \(\varepsilon_t\) are \(N \times 1\), \(\Lambda\) is \(N \times 3\), \(F_t\) and \(\eta_t\) are \(3 \times 1\). The factors are assumed to follow

\(^5\) We prefer recursive to rolling-window estimates because they better illustrate possible permanent changes in the structure, while rolling windows could capture possible recurring changes, but are sensitive to the window size. For recurring changes, the sensitivity to window size makes it preferable to formally test and model the changes via a regime-switching factor model. We leave such analysis for future research.
a VAR(1), $F_t = \Phi(L)F_{t-1} + \eta_t$, while $\Phi(L)$ is a $3 \times 3$ conformable lag polynomial. An approximate dynamic factor model allows the elements of $\varepsilon_t$ to be weakly dependent across series and time, but they are uncorrelated with the common factors, $E[\varepsilon_t \eta_t'] = 0, \forall k$.\(^6\)

We conduct initial 'static' estimation using PCA, following Stock and Watson (2005).\(^7\) Then, using these static estimates, we calculate dynamic factor estimates using quasi-maximum likelihood estimation (QMLE) for a VAR of the factors with one lag based on Schwarz information criterion (SIC) and Kalman filter/smoother recursions via the expectation maximisation (EM) algorithm, following Doz et al (2011, 2012). See Appendix B for more details.

Figure 4 displays the static and dynamic estimates of the three common factors.\(^8\) There is a strong coherence between the estimates for the first two factors, which display considerable persistence. There is less evidence of a link between the estimates of the third factor, which also appears to be far less persistent. An explanation could be that the static estimates of the third factor capture some lagged dynamics of the first two factors, but it is mostly noise when considering dynamic factor estimation with a VAR(1) structure. Meanwhile, the dynamic estimates of the third factor turn out to explain very little variation of the panel dataset.

---

6 Labelling this model as ‘dynamic’ follows Doz et al (2011, 2012) and reflects the fact that the estimation explicitly accounts for the dynamic VAR structure for the factors, rather than an alternative notion of a dynamic factor model having non-zero loadings for variables on lags of factors. Of course, the model we consider could allow for lagged relationships between variables and factors by including any lagged dynamic factors as additional ‘stacked’ factors in $F_t$.

7 Stock and Watson (2002), Bai and Ng (2002), and Bai (2003) prove consistency of PCA estimation for approximate factor models.

8 We renormalise the sign of the first factor such that real GDP growth has a positive loading for ease of interpretation as a real activity factor.
Figure 5 reports the variation of data in different categories explained by the common dynamic factors based on panel $R^2$s that capture the fraction of the variance of a series explained by a given common factor. The fact that these are all reasonably low suggests that variables in each category are subject to considerable idiosyncratic variation. It is also clear based on the categories that the first factor corresponds more to ‘real’ variables such as measures of expenditure, employment, and activity surveys, while the second factor corresponds more to ‘nominal’ variables, such as prices, money, credit, and interest rates. Notably, we find that interest rate spreads in particular load on both factors, which likely reflects their information content about both real activity and inflation. As mentioned above, the third factor explains very little variation of the panel, with the highest $R^2$s corresponding to activity surveys and interest rates. Thus, it may capture something about expectations of future real activity or ‘sentiment’, but it is possibly just noise that can be dropped from the model.

**Figure 5: Explained Variation**

Coefficient of determination by category, 1976:Q4–2017:Q2
2.4 Breaks in the factor structure?

As noted above, one reason why some selection criteria might suggest more than two factors could be due to changes in the factor structure. We formally test for structural breaks using an approach recently proposed by Han and Inoue (2015). The null hypothesis of their test is that all factor loadings are constant over time against the alternative that a non-negligible fraction of factor loadings have changed. The test makes use of the fact that the presence of a structural break in factor loadings implies changes in the second moments of the factors. Han and Inoue (2015) note that a change in the volatility of factors or in factor loadings would not be separately identified, so a rejection could reflect either or both. The idea of a change in dynamic factor loadings in the sense of being equivalent to additional factors in a PCA setting corresponds to a ‘Type 1’ break, where the change in the factor structure reflects a change in cross-correlations between variables related to common factors. By contrast, the idea of a change in the volatility of factors corresponds to a ‘Type 2’ break, where the change in the factor structure reflects a change in the volatility of variables related to common factors, but with the same cross-correlations between variables related to common factors. Our earlier finding of a reduction in the number of factors implied by some of the criteria in Figure 3 is more consistent with a Type 2 break than a Type 1 break, but we will examine issue this directly.

Figure 6 plots the Han and Inoue (2015), LM and Wald test statistics for a structural break in factor loadings. In both cases, we can reject the null of no break, with the LM test statistic maximised in 1991:Q4 and the Wald test statistic maximised in 1998:Q3. Notably, however, both test statistics are still significant if the break occurred in 1993:Q1 with the introduction of inflation targeting, which is close to the earliest date at which both test statistics are significant. Thus, the results for Han and Inoue’s (2015) test are consistent with the idea that the introduction of inflation targeting led to a change in the factor structure of the Australian economy. Furthermore, we note that there is no support for an additional break, whether the first break is set to have occurred at the estimated dates or in 1993:Q1. Given a break in the factor structure around the time of the introduction of inflation targeting, we turn next to an investigation of what effects it had on the Australian economy.

---

9 Breitung and Eckmeier (2011) and Chen, Dolado and Gonzalo (2014) also propose tests for structural instability in factor models. However, both of these alternative tests have drawbacks. For example, Breitung and Eckmeier’s (2011) joint test appears to be oversized when idiosyncratic errors contain serial correlation and a heteroskedasticity autocorrelation consistent (HAC)-based covariance matrix estimator is used. Meanwhile, the Lagrange multiplier (LM) version of Chen et al’s (2014) test is not consistent in some settings. Importantly, Monte Carlo analysis in Han and Inoue (2015) suggests that their test has better finite sample performance compared with Chen et al (2014).
3. Effects of Inflation Targeting

3.1 Decline in common shocks

We find that the introduction of inflation targeting corresponded to a much larger reduction in the volatility of common components of macroeconomic time series than idiosyncratic components. To see this, we calculate the cross-sectional variance of common components, which reflects the variability of common factors, and of idiosyncratic components, which reflects the residual variability of the data, at each point in time. Figure 7 plots measures of common and idiosyncratic volatility over the whole sample for: (i) all of the variables, (ii) just real variables, (iii) just nominal variables, and (iv) just price variables. The pattern is consistent in all of the cases. Although there are still peaks in the volatility measures after 1993 that seem to be related to events such as the introduction of the goods and services tax in 2000 (idiosyncratic volatility) and the GFC in 2007–09 (both common and idiosyncratic volatility), there is clearly lower average common volatility since the introduction of inflation targeting. The absence of a recession in Australia since 1993 could help explain the relative lack of peaks in common volatility that occurred with the recessions in the early 1980s and 1990s. However, the common volatility is still generally lower after the introduction of inflation targeting than it was even during expansions prior to inflation targeting. Furthermore, contrary to recessions being the primary driver of volatility, the idiosyncratic volatility looks only slightly lower on average since 1993, and this is not even clear for the price variables. Meanwhile, because the reduction of idiosyncratic volatility is not as large as the reduction of common volatility, signal-to-noise ratios for individual variables that proxy for the common factors have clearly dropped since the introduction of inflation targeting.
Figure 7: Australian Macroeconomic Volatility

Notes: Volatility is defined as the cross-sectional standard deviation for each component; dashed vertical lines indicate the start of inflation targeting.
(a) Includes expenditure, production, income, employment, surveys, building & capital expenditure and overseas transactions.
(b) Includes prices, money & credit and interest rates.

Figure 8 illustrates the decline in the signal-to-noise ratio by plotting the common and idiosyncratic components of (adjusted and standardised) CPI inflation. The variation in both components seems to have lessened somewhat, but much more so for the common component. Thus, a higher proportion of the quarterly fluctuations in CPI inflation reflect noise since the introduction of inflation targeting. A direct implication for monetary policy is that it makes sense to ‘look through’ some of the high frequency movements in CPI inflation. Such movements are more likely to be reflecting noise rather than a persistent change in underlying inflationary pressures. Furthermore, the dynamic factor model provides a way to extract a signal about underlying inflationary pressures from a noisy series such as CPI inflation.
3.2 Stabilised factor loadings

To further investigate the nature of the change in the factor structure, we calculate recursive estimates of factor loadings for real GDP growth, CPI inflation and the OCR on the estimated factors. Figure 9 plots these recursive estimates along with 95 per cent confidence bands. Real GDP growth loads significantly on all three factors, CPI inflation only loads significantly on the second factor, and the OCR loads significantly on the first two factors. The estimated loadings for all three variables on the first factor are positive (although, again, insignificant for CPI inflation). This suggests that the first factor could reflect demand pressures in the economy. The estimated loadings for the second factor are negative on real GDP growth and positive for CPI inflation and the OCR, suggesting the factor could reflect supply-side inflationary pressures. The estimated loadings for the third factor are positive for real GDP growth and effectively zero for CPI inflation and the OCR, suggesting that factor could reflect high frequency real activity movements that do not spill over into inflation or affect monetary policy. Meanwhile, it is quite notable that the recursive estimates of the factor loadings seem to stabilise rather than jump with the introduction of inflation targeting. This is consistent with a Type 2 break.

---

Notes: Excludes interest charges prior to the September quarter 1998 and adjusted for the tax changes of 1999–2000; series mean adjusted for the introduction of inflation targeting in June quarter 1993; dashed vertical line indicates the start of inflation targeting.

---

10 Again, we focus on recursive rather than rolling-window estimates in order to better understand possible permanent changes rather than possible temporary changes, and to avoid making an arbitrary choice about the window size.

11 Confidence bands are based on inverted t tests using the alternative HAC standard errors proposed in Hartigan (2018).
3.3 Interpretation and implications

The structural break analysis suggests that inflation targeting has done more than just stabilise the level of inflation in Australia. It has also reduced the volatility of common movements in macroeconomic variables and possibly reduced the number of common factors in the economy. This reduction in volatility is not just in price growth and other nominal variables but is broad based. One possibility is that it could be driven by an elimination of ‘sunspot’ shocks following the introduction of inflation targeting due to its provision of a clear nominal anchor for inflation expectations.12 Notably, the estimated timing of the reduction in macroeconomic volatility that is linked to the introduction of inflation targeting is different than that implied by looking at real GDP growth on its own (Figure 10).13 This suggests that there is a clear benefit from using factor analysis in this case. The timing is also different than that of the volatility reduction in US output growth and inflation (the mid 1980s) found in numerous studies (e.g. Stock and Watson 2003), which suggests it is not due to any changes in global factors at the same time as the introduction of inflation targeting in Australia.


13 The break date estimates are 1984Q1 and 1998Q4 using the Bai and Perron (1998) sequential test procedures for squared demeaned real GDP growth regressed on a constant and allowing for HAC standard errors. Without HAC standard errors, the evidence is only for one break in 1984Q1, corresponding to the so-called ‘Great Moderation’ that has been argued to have occurred in Australia around the same time as in the United States (Summers 2005). Interestingly, if we use the Qu and Perron (2007) sequential test procedures for structural breaks in mean and/or variance of real GDP growth, we only find evidence of one break in variance in 1998Q4, with or without HAC standard errors, closely corresponding to the estimated timing for the Wald test statistic of a break in factor loadings in Figure 6. However, if we estimate two breaks in variance, the estimated break dates are 1984Q1 and 1998Q4, as was found with the Bai and Perron (1998) procedures. Furthermore, reflecting the presence of idiosyncratic noise, a change in volatility in real GDP growth in 1998Q4 is far less visually evident in Figure 10 than the common volatility changes with the introduction of inflation targeting in Figure 7.
In addition, the larger drop in the volatility of common components relative to idiosyncratic components implies an increased benefit of looking at common factors to eliminate noise in individual observed variables. Notably, price measures, including CPI inflation, have particularly large idiosyncratic components, while our factor model estimates suggest that the RBA can ‘look through’ most quarterly fluctuations in these measures and focus on underlying measures such as the common component of price growth variables provided by our approximate dynamic factor model.

The stability of the factor loadings is reassuring for the use of a factor model to capture real and nominal fluctuations in the Australian economy. However, even with stable loadings, changes in relative variances of shocks in the economy can result in changes in the dynamic interactions of variables. For example, the transmission of monetary policy shocks may have changed with the introduction of inflation targeting. We turn to this issue next.

4. Transmission of Monetary Policy

Based on the apparent factor structure of the Australian economy, we develop a FAVAR model to examine the transmission of monetary policy shocks, including possible changes due to the introduction of inflation targeting.
4.1 FAVAR model

Following Bernanke et al (2005), we estimate a FAVAR model based on their preferred specification of using the policy interest rate as an observed factor. The model uses factor loadings to relate the full panel of data to a three-variable VAR that includes the first two common factors corresponding to real and nominal fluctuations and the OCR. We extract the first two factors from a subset of the panel that corresponds only to ‘slow-moving’ variables. It excludes, for example, survey measures, oil prices, commodity prices, financial variables and the exchange rate. The full list is given in Table A1. Crucially, the panel excludes the OCR and the factors are rotated to remove any residual effects of the policy rate. Despite these changes, the extracted factors are very similar to the original factors estimated from the full panel (Figure 11). Then, monetary policy shocks are identified by assuming they are contemporaneously uncorrelated with other shocks that drive the factors. See Appendix C for full details.

![Figure 11: Common Factors](image)

4.2 Full sample estimates

Before considering structural change, we start by estimating a FAVAR with two lags (based on the SIC) for the full sample of 1976:Q4–2017:Q2 to provide benchmark results. Given FAVAR parameter estimates, we calculate impulse response functions (IRFs) for a surprise 25 basis point increase in the OCR, with reported 95 per cent confidence bands based on 500 bootstrap replications.

---

In practice, this identification involves ordering the OCR last in the VAR and using a Cholesky factorisation of the forecast error variance–covariance matrix to identify monetary policy shocks. However, due to the construction of factors and their rotation, the correlation between the forecast errors for the VAR is very low, so ordering has very little effect on the identified shocks.
Figure 12 plots IRFs for the OCR and the two factors. The OCR increases 25 basis points on impact, by construction, and then it gradually reverts back to its initial level, while both factors contract significantly at business cycle horizons. Given the loadings for these factors (positive for real GDP growth on the first factor and positive for CPI inflation on the second factor), these results are consistent with the interpretation of the identified monetary policy shock as being contractionary.

Figure 12: Impulse Response Functions

![Plot of IRFs showing OCR and two factors over quarters after shock.]

Notes: Response to a 25 basis point contractionary monetary policy shock; bands represent 95 per cent confidence intervals computed by bootstrap from 500 replications.

Figure 13 directly examines the implied IRFs for real GDP growth and CPI inflation. The point estimates still show contractionary effects, although the response of real GDP growth is no longer significant, reflecting the fact that real GDP growth also loads negatively on the second factor in addition to loading positively on the first factor. The response of CPI inflation is very similar to the response of the second factor, reflecting an insignificant loading of CPI inflation on the first factor. Accumulated responses are also reported to show the implied effects of a monetary policy shock on the log levels of real GDP and the CPI. Consistent with long-run monetary neutrality, there is no significant long-run effect on log real GDP. Meanwhile, log CPI is permanently lower following the contractionary monetary policy shock. This reflects the dynamics of the OCR in response to the policy shock, with the RBA gradually...
returning the policy rate back to its original level, but not overshooting in order to reverse the initial effects of the shock on the price level. That is, the IRFs are consistent with the RBA targeting the inflation rate, not the price level, and letting ‘bygones be bygones’.

Figure 13: Impulse Response Functions

The point estimate for the response of CPI inflation to a contractionary monetary policy shock is slightly positive at the one quarter horizon. However, it is insignificant and the point estimates are negative and often significantly so at subsequent horizons. Thus, these IRFs largely resolve the so-called ‘price puzzle’, as Bernanke et al (2005) did with their FAVAR for the US economy. The price puzzle has been particularly challenging to solve for Australian SVARs, as discussed in Bishop and Tulip (2017). So our result is particularly encouraging for using a FAVAR to estimate the effects of monetary policy shocks on the Australian economy.

A benefit of the FAVAR model is that it allows us to examine the effects of a monetary policy shock on any variable in the panel (and even variables not in the panel, as long as we can determine relevant loadings on the factors). Figure 14 plots the IRFs for a selection of other variables that reflect different aspects of the Australian economy. The variables are private gross fixed capital formation (GFCF), the domestic final demand (DFD) price deflator, housing commencements, the unemployment rate, housing prices, a survey of expected output, total employment growth, an index of commodity prices (ICP), and a consumer sentiment index.

Notes: Response to a 25 basis point contractionary monetary policy shock; bands represent 95 per cent confidence intervals computed by bootstrap from 500 replications

---

15 The price puzzle is the tendency for estimated IRFs to initially show a positive response of inflation to a contractionary monetary policy shock. It is often seen as a failure to completely identify the true monetary policy shock by partially reflecting an endogenous response of the policy rate to other shocks, although it could reflect a genuine economic response in the case where inflation expectations are not anchored (see Lubik and Schorfheide (2003)).
(CSI). The series are transformed to be stationary where appropriate and as noted in the figure. The IRFs behave as expected given a contractionary monetary policy shock. For example, DFD price deflator inflation behaves very similarly to CPI inflation, the unemployment rate increases significantly at business cycle horizons, and consumer sentiment falls significantly at business cycle horizons.

**Figure 14: Impulse Response Functions – Other Macroeconomic Variables**


<table>
<thead>
<tr>
<th>Private GFCF</th>
<th>DFD price deflator</th>
<th>Commencements</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td></td>
<td>%</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>0.0</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td></td>
<td>0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unemployment(a)</th>
<th>Housing prices</th>
<th>Expected output(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td></td>
<td>%</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>0.0</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Employment</th>
<th>ICP</th>
<th>CSI(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td></td>
<td>%</td>
</tr>
<tr>
<td>0.0</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td></td>
<td>0.0</td>
</tr>
</tbody>
</table>

Quarters after shock

Notes: Response to a 25 basis point contractionary monetary policy shock; bands represent 95 per cent confidence intervals computed by bootstrap from 500 replications; responses for each series mapped using estimated factor loadings; all series are growth rates besides those indicated otherwise

(a) First difference
(b) Level

4.3 Breaks in the FAVAR?

Given the benchmark full sample results, we now consider whether the introduction of inflation targeting changed the FAVAR parameters or whether they changed at any other point of the sample. To test for structural breaks in the FAVAR, we apply the Qu and Perron (2007) procedures. In principle, the methods in Qu and Perron can be applied to a linear system of regression equations with multiple structural breaks in mean or variance. However, given the large number of parameters for the FAVAR model, we need to apply tests for structural breaks equation by equation. Tables 3 and 4 report the results of Qu and Perron’s (2007) supLR tests and sequential tests for each equation of the VAR portion of the model allowing for breaks in conditional mean and variance. Given a VAR set-up, we assume no residual serial correlation. We consider a maximum of three breaks with 15 per cent trimming from sample end points and between breaks.
The results support the existence of structural change in all three dynamic equations of the FAVAR, with the sequential tests providing some insight into the number and timing of the breaks. For the first factor, there appear to be two breaks, estimated to have occurred in 1990:Q1 and 2010:Q2. For the second factor, there appears to have been one break in 2011:Q1. For the OCR, there appear to be two breaks, estimated to have occurred in 1990:Q3 and 2011:Q1.

<table>
<thead>
<tr>
<th>Table 3: Qu and Perron (2007) SupLR Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
</tr>
<tr>
<td>Factor 1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Notes: Test is for a break in the conditional mean and variance; number of breaks tested for is three; trimming parameter is set to 0.15; total number of parameters in each equation is eight

| Table 4: Qu and Perron (2007) Seq(ℓ + 1|ℓ) Test |
|-----------------------------------------------|
| Seq(ℓ + 1|ℓ) | Factor 1 | Factor 2 | OCR | Critical value (5 per cent) |
| | Test statistic | H₀ date | Test statistic | H₀ date | Test statistic | H₀ date |
| Seq(2|1) | 35.60 | 1990:Q1 | 24.12 | 2011:Q1 | 71.07 | 1990:Q3 | 26.58 |
| Seq(3|2) | 22.93 | 2010:Q2 | na | na | 26.49 | 2011:Q1 | 27.58 |

Notes: Test is for a break in the conditional mean and variance; number of breaks tested for is three; trimming parameter is set to 0.15; total number of parameters in each equation is eight

Figure 15 reports 95 per cent confidence sets for the structural break dates. The confidence sets vary considerably in their precision for the different variables. However, the results broadly suggest that we should account for two breaks in the FAVAR, with the first break around the introduction of inflation targeting and the second break around the GFC. Technically, the apparent timing of the first break for the first factor and the OCR based on the 95 per cent confidence sets occurred just after the introduction of inflation targeting (the data are not informative at all about the timing of a break for the second factor). However, for simplicity of interpretation and because it can be shown that 1993:Q1 is within the 99 per cent confidence sets, we consider our first sub-sample for the FAVAR to be up to the introduction of inflation targeting, although our FAVAR estimates would be similar if we used either of the earlier estimated break dates in 1990. For the second break, we find the FAVAR estimates are highly imprecise using only data after the GFC, which is likely due to few surprise changes in the OCR during this period. If we extend the sub-sample back to begin in the mid 2000s, which is consistent with 95 per cent confidence sets for the two factors and what can be shown to be the 99 per cent confidence set for the OCR, the FAVAR estimates are relatively more precise. Thus, we consider the last sub-sample for our FAVAR to begin in 2005:Q1, which is consistent.

---

16 Confidence sets are based on inverted likelihood ratio tests proposed in Eo and Morley (2015).
with the earliest second break for the first factor in the 95 per cent confidence set. The results would be similar, but increasingly less precise, if we moved the start of the last sub-sample to later in the 2000s.

**Figure 15: FAVAR Structural Break Test**

<table>
<thead>
<tr>
<th>Year</th>
<th>OCR</th>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1982</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1989</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** Series standardised to have zero mean and unit variance; test is for a break in the conditional mean and variance; number of breaks tested for in each equation is three; dashed vertical lines indicate the start of inflation targeting; solid vertical lines indicate estimated break dates; shaded regions are 95 per cent confidence sets, difference in shading represents separate breaks.

(a) Renormalised to change sign

### 4.4 Sub-sample estimates

Based on the structural break test results, we split the sample into three regimes: pre-inflation targeting, 1976:Q4–1993:Q1; early inflation targeting, 1993:Q2–2004:Q4; and late inflation targeting, 2005:Q1–2017:Q2. The apparent changes in the VAR parameters motivate our consideration of this sub-sample analysis. In particular, a change in any of the reduced-form slope coefficients or cross-correlations for the forecast errors should lead to different identified structural shocks for the FAVAR and, therefore, different estimated IRFs.

Looking at the top row of Figure 16, the dynamics of the OCR following a contractionary shock have changed considerably over the full sample of 1976:Q4–2017:Q2. In the pre-inflation-targeting period, the RBA appeared to quickly bring the OCR back to its previous level and even significantly lowered it for a while afterwards. In the early inflation-targeting period, the RBA appears to have introduced a bit more persistence into the OCR and seems to have deliberately avoided any expansionary overshooting following a contractionary shock. In the late inflation-targeting period, the RBA further increased the persistence of the OCR, but may have allowed some expansionary offset at long horizons, although it is not significant.
In terms of the effects of a contractionary monetary policy, the second and third rows of Figure 16 display the sub-sample responses of real GDP growth and CPI inflation, respectively. In the pre-inflation-targeting period, the contractionary shock always decreases real GDP growth at short horizons, but the lower OCR at longer horizons seems to have stimulatory effects. In the early inflation-targeting period, the estimated response of real GDP is quite volatile, perhaps reflecting a less successful identification of a policy shock for this sub-sample, as evidenced by a return of a price puzzle in the response of CPI inflation. The strong estimated rebound of real GDP growth could then reflect too quick of a decrease in the policy rate back to zero in the face of an underlying inflationary shock that leads to a policy contraction. In the late inflation-targeting period with the policy framework well established, the more persistent contraction of monetary policy has stronger effects on real GDP growth and CPI inflation, without a price puzzle.

Using the estimated impulse responses for a monetary policy shock, we examine implied sacrifice ratios for the Australian economy by calculating the accumulated response of real GDP relative to the response of CPI inflation. Figure 17 plots these ratios at the one- to two-year

17 The Bernanke et al (2005) approach to monetary policy shock identification for the FAVAR always risks including contemporaneous shocks to the economy that the RBA immediately responds to in the identified monetary policy shock. In particular, the identified shock is effectively the forecast error for the policy rate from the VAR with the policy rate and the two rotated factors (see Appendix C for details). To the extent that most of the forecast error reflects a surprise exogenous change in the policy rate, this approach works well. However, it may be that there were some relatively large endogenous surprise changes in the policy rate during the early inflation-targeting period that led to a return of the price puzzle. We will consider this in future research that will allow for more observed factors in the FAVAR, but will continue to order the OCR last.

horizon for the different sub-samples, with the full sample as a benchmark. It appears that the sacrifice ratio initially fell with the introduction of inflation targeting, consistent with the idea that a credible nominal anchor can allow inflation expectations to adjust more quickly. However, the sacrifice ratio rose considerably after the mid 2000s, perhaps corresponding to a flattening of the Phillips curve similar to Gillitzer and Simon (2015). Of course, if this flattening is due to an anchoring of inflation expectations, then a high sacrifice ratio is not a problem in and of itself as the RBA should not need to undertake a large disinflation in the first place, although it provides a caution against the RBA adopting a price level target that could require larger disinflations following a temporary increase in measured inflation.

Figure 17: Implied Sacrifice Ratio
Log real GDP to CPI inflation


5. Conclusion
Factor model analysis provides a useful way to investigate the effects of inflation targeting and the transmission of monetary policy shocks for the Australian economy. Notably, inflation targeting has not just stabilised the level of inflation, but it has also reduced the volatility of common movements in macroeconomic variables. A drop in the implied signal-to-noise ratios for macroeconomic data given a larger decline in common volatility relative to idiosyncratic volatilities implies an increased benefit of considering common factors instead of focusing only on individual noisy series such as CPI inflation. Our FAVAR estimates suggest that monetary policy shocks have become more persistent and their effects amplified, while sacrifice ratios and the implied slope of the Phillips curve have also changed over time.
The flexibility of factor modelling allows us to propose a number of possible extensions to our analysis. We plan to consider alternative models of structural change in the future, such as: a Markov-switching dynamic factor model used by Diebold and Rudebusch (1996), Chauvet (1998), Kim and Nelson (1998) and Camacho, Perez-Quiros and Poncela (2015); or a time-varying parameter dynamic factor model used in Korobilis (2013). These alternative models will allow us to determine if there is any recurring dependence in the effects of monetary policy shocks or other identified shocks (e.g. foreign shocks) on the state of the business cycle, or if there are other slower moving changes. We also plan to utilise methods recently developed by Koopman, Mesters and Schwaab (2018) for jointly estimating level and volatility factors and their interaction. This will allow us to examine the role of uncertainty in driving the Australian economic conditions in a data-rich environment. Also, we plan to consider more observed factors, such as commodity prices, US real GDP growth, US CPI inflation, the federal funds rate and government spending, in the FAVAR in order to consider the dynamic effects of different types of structural shocks and to possibly better identify monetary policy shocks.
### Appendix A: Australian Macroeconomic Dataset

#### Table A1: Full List of Variables

(continued next page)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Category</th>
<th>Transformation</th>
<th>Slow variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross domestic product (GDP)</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Non-farm GDP</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>GDP per capita</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Public final demand</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Private final demand</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Private gross fixed capital formation (GFCF)</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Household consumption (HC)</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>HC: Cigarettes and tobacco</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>HC: Alcoholic beverages</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>HC: Clothing and footwear</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>HC: Food</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>HC: Household equipment</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Private GFCF: Dwellings: Alterations and additions</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Private GFCF: Dwellings: New and used</td>
<td>Expenditure</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Private non-farm inventories to total sales</td>
<td>Expenditure</td>
<td>$\Delta x_t$</td>
<td>Yes</td>
</tr>
<tr>
<td>Changes in inventories</td>
<td>Expenditure</td>
<td>$x_t$</td>
<td>Yes</td>
</tr>
<tr>
<td>Gross domestic income</td>
<td>Income</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Gross operating surplus: Financial corporations</td>
<td>Income</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Gross operating surplus: Private non-financial</td>
<td>Income</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Gross operating surplus: Public non-financial</td>
<td>Income</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Household disposable income</td>
<td>Income</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Agriculture, forestry and fishing</td>
<td>Production</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Mining and exploration</td>
<td>Production</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>Production</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Electricity, gas and water services</td>
<td>Production</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Construction</td>
<td>Production</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
</tbody>
</table>
### Table A1: Full List of Variables
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Category</th>
<th>Transformation</th>
<th>Slow variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wholesale trade</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Retail trade</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Accommodation and food services</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Transportation</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Information media and telecommunications</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Financial and insurance services</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Rental hiring and real estate services</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Professional, scientific and technical services</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Administration and support services</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Public administration and safety</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Education and training</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Healthcare and social assistance</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Arts and recreation services</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Other services</td>
<td>Production</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Full-time employment</td>
<td>Employment</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Part-time employment</td>
<td>Employment</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Total employment</td>
<td>Employment</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>Employment</td>
<td>(\Delta x_t)</td>
<td>Yes</td>
</tr>
<tr>
<td>Labour productivity</td>
<td>Employment</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Real unit labour costs</td>
<td>Employment</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Average weekly earnings</td>
<td>Employment</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Average weekly hours worked</td>
<td>Employment</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Capacity utilisation (net balance)</td>
<td>Surveys</td>
<td>(x_t)</td>
<td>No</td>
</tr>
<tr>
<td>General business situation (next 6 months net balance)</td>
<td>Surveys</td>
<td>(x_t)</td>
<td>No</td>
</tr>
<tr>
<td>Output actual (change in past 3 months net balance)</td>
<td>Surveys</td>
<td>(x_t)</td>
<td>No</td>
</tr>
<tr>
<td>Output expected (change in next 3 months net balance)</td>
<td>Surveys</td>
<td>(x_t)</td>
<td>No</td>
</tr>
<tr>
<td>Consumer sentiment index</td>
<td>Surveys</td>
<td>(x_t)</td>
<td>No</td>
</tr>
<tr>
<td>Commencements: Total new houses and flats excl conversion</td>
<td>Building &amp; capex</td>
<td>(\Delta \log(x_t))</td>
<td>No</td>
</tr>
<tr>
<td>Completed: Total new houses and flats excl conversion</td>
<td>Building &amp; capex</td>
<td>(\Delta \log(x_t))</td>
<td>Yes</td>
</tr>
<tr>
<td>Approvals: Private new houses and flats</td>
<td>Building &amp; capex</td>
<td>(\Delta \log(x_t))</td>
<td>No</td>
</tr>
</tbody>
</table>
### Table A1: Full List of Variables

*(continued next page)*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Category</th>
<th>Transformation</th>
<th>Slow variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approvals: Government new houses and flats</td>
<td>Building &amp; capex</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Approvals: Total new houses and flats</td>
<td>Building &amp; capex</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Current account (per cent of GDP)</td>
<td>Overseas transactions</td>
<td>$\Delta x_t$</td>
<td>Yes</td>
</tr>
<tr>
<td>Services imports</td>
<td>Overseas transactions</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Services exports</td>
<td>Overseas transactions</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Goods debits</td>
<td>Overseas transactions</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Goods credits</td>
<td>Overseas transactions</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Consumer price index (CPI) : All groups</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Food and non-alcoholic beverages</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Alcohol and tobacco</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Clothing and footwear</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Housing</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Household equipment and services</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Transportation</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Communication</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Goods component</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>CPI: Services component</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Established house prices</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Oil prices</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>GDP price deflator</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Household final consumption expenditure price deflator</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Private GFCF price deflator</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Domestic final demand (DFD) price deflator</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Export price index: Goods and services credits</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Import price index: Goods and services debits</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Terms of trade</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>Yes</td>
</tr>
<tr>
<td>Index of commodity prices (ICP)</td>
<td>Prices</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Variable</td>
<td>Category</td>
<td>Transformation</td>
<td>Slow variable</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>---------------------------</td>
<td>----------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Money: M1</td>
<td>Money &amp; credit</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Money: M3</td>
<td>Money &amp; credit</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Money: Broad money</td>
<td>Money &amp; credit</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Credit: Total</td>
<td>Money &amp; credit</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Credit: Other personal</td>
<td>Money &amp; credit</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Credit: Business</td>
<td>Money &amp; credit</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Overnight cash rate (OCR)</td>
<td>Interest rates</td>
<td>$\Delta x_t$</td>
<td>No</td>
</tr>
<tr>
<td>Real OCR</td>
<td>Interest rates</td>
<td>$\Delta x_t$</td>
<td>No</td>
</tr>
<tr>
<td>3-month bank bill</td>
<td>Interest rates</td>
<td>$\Delta x_t$</td>
<td>No</td>
</tr>
<tr>
<td>5-year Australian Government security (AGS)</td>
<td>Interest rates</td>
<td>$\Delta x_t$</td>
<td>No</td>
</tr>
<tr>
<td>10-year AGS</td>
<td>Interest rates</td>
<td>$\Delta x_t$</td>
<td>No</td>
</tr>
<tr>
<td>3-month bank bill spread to OCR</td>
<td>Interest rates</td>
<td>$x_t$</td>
<td>No</td>
</tr>
<tr>
<td>5-year AGS spread to OCR</td>
<td>Interest rates</td>
<td>$x_t$</td>
<td>No</td>
</tr>
<tr>
<td>10-year AGS spread to OCR</td>
<td>Interest rates</td>
<td>$x_t$</td>
<td>No</td>
</tr>
<tr>
<td>Share price index</td>
<td>Miscellaneous</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Real trade-weighted exchange rate index (TWI)</td>
<td>Miscellaneous</td>
<td>$\Delta \log(x_t)$</td>
<td>No</td>
</tr>
<tr>
<td>Southern Oscillation Index (SOI)</td>
<td>Miscellaneous</td>
<td>$x_t$</td>
<td>No</td>
</tr>
</tbody>
</table>

Notes: Seasonally adjusted data are used when available; monthly series are converted to quarterly by taking the three-month average; ‘Slow variable’ refers to whether the respective series is used to extract ‘slow-moving’ factors as part of the procedure when estimating the FAVAR model; the ‘Money & credit’ series are break adjusted.

Sources: ABS, Bureau of Meteorology; RBA.
Appendix B: Quasi-maximum Likelihood Estimation

Following Doz et al (2012), we consider an approximate dynamic factor model estimated by QMLE. The estimation is ‘quasi’ in the sense that the underlying model is misspecified. The source of misspecification relates to omitted cross-sectional correlation of the idiosyncratic components. Doz et al (2012) show that the effects of misspecification on the estimation of the common factors is negligible for large sample size $T$ and cross-section dimension $N$. The state-space form of the QMLE dynamic factor model is given as follows:

$$
Y_t = \Lambda F_t + \varepsilon_t, \quad \varepsilon_t \sim N(0, R),
$$

$$
F_t = \Phi F_{t-1} + G \eta_t, \quad \eta_t \sim N(0, Q)
$$

The parameter matrices of the measurement and state equations have the following structure:

$$
Y_t = \begin{pmatrix}
\Lambda & 0 & \cdots & 0
\end{pmatrix}
\begin{pmatrix}
F_t \\
F_{t-1} \\
\vdots \\
F_{t-p+2} \\
F_{t-p+1}
\end{pmatrix} + \varepsilon_t,
$$

$$
\begin{pmatrix}
F_t \\
F_{t-1} \\
\vdots \\
F_{t-p+2} \\
F_{t-p+1}
\end{pmatrix} = \begin{pmatrix}
\Phi_1 & \Phi_2 & \cdots & \Phi_{p-1} & \Phi_p \\
I_r & 0_r & \cdots & 0_r & 0_r \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0_r & 0_r & \cdots & I_r & 0_r \\
0_r & 0_r & \cdots & 0_r & I_r
\end{pmatrix}
\begin{pmatrix}
F_{t-1} \\
F_{t-2} \\
\vdots \\
F_{t-p+1} \\
F_{t-p}
\end{pmatrix} + \begin{pmatrix}
l_r \\
0_r \\
\vdots \\
0_r \\
0_r
\end{pmatrix} \eta_t
$$

where $I_r$ is an $r$-dimensional identity matrix and $0_r$ is an $r$-dimensional matrix of zeros. The covariance matrix of $\varepsilon_t$ in the measurement equation is given by $R$ with dimension $N \times N$ and is restricted to be a diagonal matrix. In the state equation, the covariance matrix of $\eta_t$ corresponds to the $r \times r$ matrix $Q$ while $G$ is a $r p \times r$ selector matrix. In our work we set $p = 1$ based on the SIC which leads to Equation (1).

The QML estimator is implemented using the Kalman filter/smoother and the EM algorithm. To do this, we initialise the Kalman filter/smoother recursions using the first $r$ PCA-based estimates of the factors and OLS estimates of the parameters $\Lambda, \Phi(L), R,$ and $Q$, treating the PC factors as the true common factors. This represents the ‘expectation’ step and provides a new estimate of the common factors given the estimated parameters. Based on the updated estimate of the factors, we compute new parameter estimates via OLS, which is the ‘maximisation’ step. These two steps are repeated until the algorithm converges. We judge convergence to be when $c_m$ is less than $10^{-6}$ with $c_m$ given by:

$$
c_m = \frac{L(Y; \hat{\theta}_m) - L(Y; \hat{\theta}_{m-1})}{L(Y; \hat{\theta}_m) + L(Y; \hat{\theta}_{m-1})}/2
$$
where $\theta$ is a vector of the model parameters and $m = 1, \ldots, M$ is the number of evaluations needed to achieve convergence up to a maximum $M$ set by the researcher. We set $M = 1000$ but the number of evaluations needed in all cases we considered was much less than 100. $\mathcal{L}(Y; \hat{\theta})$ is the log-likelihood function given as:

$$
\mathcal{L}(Y; \hat{\theta}) = -\sum_{t=1}^{T} \left\{ \frac{1}{2} \left[ Y_t - \Lambda F_t \right]^\prime R^{-1} \left[ Y_t - \Lambda F_t \right] \right\} - \frac{T}{2} \log|R| \\
- \sum_{t=1}^{T} \left\{ \frac{1}{2} \left[ F_t - \Phi F_{t-1} \right]^\prime Q^{-1} \left[ F_t - \Phi F_{t-1} \right] \right\} - \frac{T-1}{2} \log|Q| \\
- \frac{1}{2} \left[ F_0 - F_0 \right]^\prime P_0^{-1} \left[ F_0 - F_0 \right] - \frac{1}{2} \log|P_0| - \frac{T(p+r)}{2} \log(2\pi)
$$

with the initial state $F_0 = 0$, and initial state variance $\text{vec}(P_0) = \left( I_{p^2} - \Phi \otimes \Phi \right)^{-1} \text{vec}(Q)$. See Ghahramani and Hinton (1996) for more details.

A convenient feature of this specification is that the computational complexity of the Kalman filter/smoother depends only on the number of states, which in our case corresponds to the number of factors $r$, and is independent of the size of the cross-section $N$.

Note, while the EM algorithm will converge, it is not guaranteed to find the global maximum and can converge to a local maximum. However, the chance of this occurring can be offset by starting the algorithm, as we do, with the PCA estimates which are consistent for large cross-sections.

The main reason we use this estimation method relates to its potential to improve efficiency of the estimates of the common factors. This comes from explicitly accounting for factor dynamics. Doz et al (2012) show the efficiency improvements are relevant when there are more common factors to estimate. Other desirable features of this method (which we do not explore in our work) relate to structural analysis by allowing the researcher to impose restrictions on the factor loadings to extract shocks. Furthermore, the method is capable of handling either missing or mixed frequency data.
Appendix C: FAVAR Estimation

Here we describe the FAVAR model estimation in detail. Let $R_t$ be the official cash rate. Suppose that additional economic information can be summarised by a $k \times 1$ vector of unobserved factors $F_t$, where $k$ is small and is not necessarily equal to $r$ as determined via some formal selection criteria. We can think of the unobserved factors as possibly capturing variation in economic activity or price pressures that may not be readily proxied by any particular individual observed variable, but are important in a wide range of economic data series. Assume the joint dynamics of $F_t$ and $R_t$ are given by the following equation:

\[
\begin{pmatrix}
F_t \\
R_t
\end{pmatrix} = \Phi(L) \begin{pmatrix} F_{t-1} \\
R_{t-1}
\end{pmatrix} + \epsilon_t
\]

where $\Phi(\cdot)$ is a conformable lag polynomial of finite order $p$. We set $p = 2$ in our case based on SIC. We then assume that what Bernanke et al. (2005) call ‘informational’ time series $Y_t$ are related to the unobserved factors $F_t$ and observed $R_t$ by the equation:

\[
Y_t = \Lambda_F F_t + \Lambda_R R_t + \epsilon_t
\]

where $\Lambda_F$ is an $N \times k$ matrix of common factor loadings, $\Lambda_R$ is an $N \times 1$ vector of $R_t$ loadings and $\epsilon_t$ is an $N \times 1$ vector of error terms with mean zero that are assumed to display a small amount of cross-correlation.

We consider only one approach to estimating the FAVAR (Bernanke et al. (2005) consider two, one via PCA and the other via Bayesian estimation). We use their two-step method based on the PCA estimator, but we replace this with the QML estimates of the factors. This is not new as Bernanke and Boivin (2003) did something similar using a mixed frequency panel for the US economy. Denote the estimated common factors of $Y_t$ by $\hat{C}_t(F_t, R_t)$. Because $\hat{C}_t(F_t, R_t)$ corresponds to an arbitrary linear combination of its arguments, obtaining $\hat{F}_t$ involves determining the part of $\hat{C}_t(F_t, R_t)$ that is not spanned by $R_t$.

Because $R_t$ is not explicitly imposed as a common component in the first estimation step, any of the linear combinations underlying $\hat{C}_t(F_t, R_t)$ could involve $R_t$. Bernanke et al. (2005) argue that it would not be valid to simply estimate a VAR based on $\hat{C}_t(F_t, R_t)$ and identify the policy shock recursively. Instead, they argue that the direct dependence of the common factors of $Y_t$ on $R_t$ must be removed first.

If linear combinations implicit in $\hat{C}_t(F_t, R_t)$ were known, this would involve subtracting $R_t$ times the associated coefficient from each of the elements of $\hat{C}_t(F_t, R_t)$. However, because they are unknown, Bernanke et al. propose to estimate the coefficients through a multiple regression of the form:

\[
\hat{C}_t(F_t, R_t) = \beta_F \hat{C}_t^*(F_t) + \beta_R R_t + \nu_t
\]

where $\hat{C}_t^*(F_t)$ is an estimate of all the common components other than $R_t$. Bernanke et al. (2005) suggest one way to obtain $\hat{C}_t^*(F_t)$ is to extract factors from a subset of slow-moving variables,
which by assumption are not affected contemporaneously by $R_t$. Then $\hat{F}_t$ is constructed as
$\hat{C}(F_t) - \hat{\beta}_R R_t$ and a VAR in $\hat{F}_t$ and $R_t$ is estimated using ordinary least squares and identified recursively.

Note that the key assumption is that most of the forecast error for $R_t$ reflects monetary policy shocks, not an endogenous response to economic conditions. Finally, because this second step involves the presence of generated regressors, we use the bootstrap and 500 replications to compute confidence bands for the impulse response functions displayed in Section 4.
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Overview

The paper by Luke Hartigan and James Morley examines how the dynamics of the macroeconomy in Australia have changed since the inception of the inflation-targeting regime in the second quarter of 1993. It focuses on changes in the common components of real and nominal variables, and whether there is evidence of changes in the transmission of monetary policy shocks. The paper implements an analysis using factor models on a large panel of real and nominal variables (104 variables, 1976:Q4–2017:Q2), and explores the dynamics of the factor structure in detail. It takes into account several measures of potential change such as structural breaks, changes in volatility, changes in cross-correlations and changes in the transmission of monetary shocks. The paper uses three methods: i) exploratory principal components analysis to obtain the number of factors; ii) approximate dynamic factor models to estimate the factors and to test for potential breaks and stability of the factor loadings; and iii) factor augmented vector autoregressions (FAVAR) to examine potential changes in the transmission of monetary shocks.

The paper finds that Australian macroeconomic fluctuations are mostly captured by two common factors representing ‘real’ economic activity and the ‘nominal’ sector. Recursive estimation indicates a decline in the number of factors over time, which could be related to changes in cross-correlation or volatility in the factor structure associated with the inflation-targeting regime. In order to examine this further, the Han and Inoue (2015) structural break test is used to evaluate potential changes. The Lagrange multiplier (LM) statistic indicates a break in 1991:Q4, the Wald test in 1998:Q3. The paper notes that both tests are significant if the break occurred in 1993:Q1, around the time inflation targeting was implemented. The evidence points to changes in volatility rather than in the cross-correlation between variables.

The paper further investigates this possibility by studying the cross-section standard deviation of the common components and of the idiosyncratic components for the real and nominal sectors for: (i) all variables, (ii) for prices, and (iii) also for consumer price index (CPI) inflation. It finds a large reduction in the volatility of common components, including for CPI inflation, but not in the volatility of the noisy idiosyncratic components over time. This is particularly the case since the introduction of inflation targeting. This result suggests that monetary policy should target more persistent quarter-to-quarter changes rather than noisy oscillations, which can be separated out using the factor structure. The paper recursively estimates loadings of real gross domestic product (GDP), CPI inflation, and the overnight cash rate (OCR) on the factors, and finds that they stabilise over time rather than display sudden
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jumps. This result is, once again, consistent with changes in the volatility of the factors rather than with changes in cross-correlations related to the factor structure.

Finally, the paper uses FAVAR to examine the effects of inflation targeting on the transmission of monetary policy shocks, using the (rotated) first two factors and the interest rate represented by the OCR. For the full sample, contractionary monetary policy leads to a fall in the ‘real’ factor, the ‘nominal’ factor and, as expected, also in GDP growth and CPI inflation. In order to investigate potential changes in the transmission of monetary shocks, the Qu and Perron (2007) break test is applied to each equation of the FAVAR. The results indicate changes in the parameters in 1990 and around 2010–11, which coincides with the European debt crisis. Impulse response functions are then obtained for three sub-samples: before the inflation-targeting regime (1976:Q4–1993:Q1), during the first part of the regime (1993:Q2–2004:Q4), and for the latest part of the sample (2005:Q1–2017:Q2). The results show a small negative response of GDP growth and inflation to contractionary policy in the first part of the sample, a larger but shorter-lived positive response after the introduction of inflation targeting, and a medium-sized negative response of longer duration in the last part of the sample. This suggests that the introduction of inflation targeting has led to a noticeable change in the effect of monetary policy on inflation, with a stronger response in the first decade of the regime. On the other hand, the results show the importance of the inflation-targeting regime in curbing inflation: before the introduction of inflation targeting, contractionary monetary policy had a small effect on inflation and over time the effect became stronger and longer lasting.

**Dynamics of Australian economic activity and inflation**

As can be observed in Figure 1, Australian real GDP growth and CPI inflation display substantial changes in their dynamics over time. Both the level and volatility of inflation have been decreasing, and GDP growth shows tamer oscillations. This has been the case since the mid 1990s, and it was more accentuated in the last decade. Features that stand out are that the stabilisation has both smooth and sudden changes in GDP growth and inflation. The challenge is how to account for these dynamics. Hartigan and Morley go beyond this question, aiming to investigate the potential effect of the inflation-targeting regime not only on inflation or GDP growth, but on a large panel of real and nominal economic variables using factor analysis.

The paper shows that there is overwhelming evidence of a broad stabilisation in the real and nominal sectors of Australia, particularly since the inception of the inflation-targeting regime (Figure 2). There is evidence of multiple breaks in the factors and in the monetary transmission mechanism estimated through the proposed FAVAR. This has important consequences for the effect of monetary shocks on real economic activity and inflation, as shown in the paper and discussed below. The findings in the paper also raise several interesting research questions that can be explored further in the future.
Figure 1: Dynamics of Australian Economic Activity and Inflation

Notes: Shaded regions indicate economic recessions; vertical lines indicate the start of the Reserve Bank of Australia’s (RBA’s) inflation-targeting regime; inflation excludes interest charges prior to the September quarter 1998 and adjusted for the tax changes of 1999–2000.
Sources: Author’s calculations; Federal Reserve Bank of St Louis, RBA.

Figure 2: Interbank Overnight Cash Rate

Notes: Shaded regions indicate economic recessions; vertical line indicates the start of the RBA’s inflation-targeting regime.
Sources: Author’s calculations; RBA.
Comments and suggestions

Summary

Hartigan and Morley implement a careful analysis, using a sequence of methods to provide insights about the economic and nominal stabilisation in Australia since the implementation of inflation targeting. The paper undertakes an extensive and meticulous analysis of structural breaks in both principal components and FAVAR methods and obtains interesting and thoughtful insights regarding changes in volatility and changes in the transmission mechanism of monetary policy.

I find the paper interesting and well executed with important new findings. Below, I give some comments and suggestions regarding the empirical application and modelling of the transmission of monetary shocks, which I think can improve the analysis in this and future papers.

I discuss the data transformation, the relationship between the real factor and production, and the possible existence of outliers and pulse (temporary) breaks that can bias the structural break tests. Additionally, throughout the sections in the paper, there seem to be multiple breaks in the real and nominal sectors. The evidence points to increased stabilisation more so than breaks in the level. I suggest recursive tests that have more power for multiple breaks, which would reduce the uncertainty regarding the location of the breakpoints. Further, I suggest that the tests for breaks in level and variance should be undertaken separately, as it could be the case that the breaks in these moments took place at different dates. A more extensive sub-sample analysis should be implemented based on the results of these tests.

Overall, the results seem to indicate that the decrease in volatility is not a one-time event, but it is a continuous process, with increased stabilisation over time and very minor oscillations in the last decade. It could be the case that the changes are recurrent or that the changes have taken place gradually. The paper implements an extensive analysis assuming that inflation targeting engendered structural breaks in the economy. Instead of studying the effect of exogenous breakpoints through sub-sample analysis, the paper could integrate potential breaks into the FAVAR model. For example, the FAVAR could be estimated with Markov switching in the mean and variance, which would allow analysis of recurrent changes, or of permanent structural breaks. Another possibility is to estimate the FAVAR with Markov switching in the mean parameters and allow for stochastic volatility.

Finally, I discuss the interpretation of the results regarding changes in the impulse response functions, sacrifice ratio and Phillips curve, compared with changes in monetary policy in the United States.

Data transformation

Comments. The series on price growth are *a priori* adjusted for a structural break in mean in 1993:Q1, corresponding to the beginning of inflation targeting. The goal is to make the series stationary without needing to take second differences. However, demeaning the series
with an *a priori* breakpoint can engender problems in the subsequent analysis. First, as found throughout the paper, break locations are subject to uncertainty – the potential break in mean may have occurred before or after 1993. Second, even if there is a break in the series, it should remain in the data studied since it would be part of the evidence that there has been a structural change in inflation since the inception of inflation targeting. Demeaning and standardising the series around the break may reduce the evidence of a break in 1993 in the subsequent analysis. Finally, the Qu and Perron (2007) test indicates that there is a breakpoint in price growth in 1990:Q1 instead of 1993:Q1. This is consistent with the findings in the paper for the factor structure in Section 4.3.

Additionally, if there is a break in variance around the same time, in the early 1990s, the equalisation of the intensity of oscillations before and after inflation targeting with the data transformation might mask abrupt changes in volatility. It may also make smaller fluctuations in the latter part of the sample more important than warranted, compared with the 1970s and 1980s.

As an illustration, the left-hand panel of Figure 3 plots CPI in log growth rates and in differences, with the solid vertical line indicating a breakpoint in 1990:Q1 (as found in Qu and Perron’s test) and the dashed line indicating a breakpoint in 1993:Q1 (as assumed in the paper). The right-hand panel shows these series demeaned and standardised assuming a break in 1993:Q1 as in the paper. As seen, demeaning the series around 1993:Q1 masks the major change (break in mean and/or variance) in the dynamics of inflation between 1990 and 1993. This can show up in the factor analysis of the original data later on, which indicates higher macroeconomic stability since the beginning of inflation targeting.

**Suggestions.** One of the main methods used in the paper to examine the effect of inflation targeting on the Australian macroeconomy is analysis of potential structural breaks in the factor models. The whole analysis is performed on the premise that there are breaks in the structure of the economy. Thus, the *a priori* data transformation might be hindering a more precise detection of breaks in the factor analysis. My suggestion is that either the price growth series are used without any transformation, or that they be used in second differences if necessary to obtain stationarity instead of transformed by assuming a break in 1993:Q1.

---

1 Note that although CPI growth is corrected for the tax changes of 1999–2000 and the interest charges prior to 1998, the other price series used in the paper are not. Thus, the effects of the goods and services tax may still show in the factors as discussed in the next section of this discussion.
Estimation and interpretation of factors

Comments. The results indicate that two factors capture most of the joint variation in the data. Interestingly, the variables with the highest correlations with the ‘real’ factor (Factor 1) are the surveys, which are expectation measures. Their correlation with the real factor is twice as large as with the next groups of variables (employment, expenditure and money and credit). On the other hand, the series measuring production have a low correlation with the real factor. Given the importance of the production sector in determining prices, a higher correlation between production and the real factor is desirable in the analysis of the channel of inflation targeting through the real sector.

Suggestions. There is a possibility that the real factor is out of phase with production – the real factor could be a leading indicator of the production sector (given that it is most correlated with survey series). This should be investigated. If this is the case, production variables should be added into the baseline FAVAR, as this would give a better assessment of the effect of monetary policy on and through the supply side of the economy.

Breaks in the factor structure

Comments. The paper tests for structural breaks in factor loadings using Han and Inoue’s (2015) test. The LM test statistic is maximised in 1991:Q4 and the Wald test statistic in 1998:Q3. The paper finds that both tests are significant in 1993:Q1, around the time inflation targeting was implemented.
However, as seen in Figure 6 of the paper, the LM test is significant for an interval starting in 1990, roughly from 1990 to 2001 (with the exception of 1997), and the Wald test from 1993 to 2002. Thus, both tests are significant between 1993 and 2001 (not only in 1993). This implies that, at a minimum, there is uncertainty regarding the date of the structural break. This may also be an indication that perhaps there are multiple breaks, the changes are recurrent or have taken place gradually over time. Non-identification of further breaks does not imply that they are not present in the data as this could just reflect the power of the test.

**Suggestions.** The alternative hypothesis in the Han and Inoue (2015) test is that a fraction of or all factor loadings have a single break at a common date. This raises two issues. First, there might be more than one structural break and this would reduce the power of the test. Second, the break in different factor loadings might take place at different dates. If any of these possibilities is present in the factor structure for the Australian economy, the location and significance of the breaks might be uncertain. My suggestion is that the Han and Inoue (2015) test be implemented recursively and once a break is found, to restart the recursive test from then on to find other breaks.\(^2\) Alternatively, the Yamamoto and Tanaka (2015) test can be used for multiple structural changes in factor loadings. The goal in both exercises is to find the breakpoint dates more precisely. However, these tests should be applied keeping in mind that there seems to be some pulse (temporary) breaks in the Australian economy. As seen in Figure 4 of the paper, the ‘nominal’ factor (Factor 2) has spikes in 1997 and 2000, and the real factor also in 2000, possibly related to the introduction of the goods and services tax.\(^3\) Thus, the tests should also take these pulse breaks or outliers into account when recursively implemented.

In addition, given the uncertainty regarding the break dates, it might be the case that changes in the mean or volatility of the Australian macroeconomy occurred gradually over time, rather than at one or another point in time. The implementation of inflation targeting in 1993 may have affected expectations and uncertainty regarding the actions of the RBA more immediately, but the effects of monetary policy on the volatility of the economy may also have happened over time. For example, the volatility of inflation itself is smaller in the 2000s than in the 1990s. Modelling recurrent or gradual changes is further discussed below.

**Decline in the volatility of common shocks**

**Comments.** The paper finds that the volatility of common components reduced substantially over time. This is the case for the real and nominal variables, and also for the common component of CPI inflation. On the other hand, the idiosyncratic volatility for all sectors has not shown a reduction. In addition, the factor loadings display stabilisation coinciding with the implementation of inflation targeting.

**Suggestions.** First, the evidence is mostly from looking at the volatilities in Figure 7 rather than statistical tests. Tables with statistics of the volatilities across sub-samples should be

\(^2\) Note that although the power of the Han and Inoue (2015) test increases for longer samples, it also decreases in the presence of multiple breaks.

\(^3\) GDP growth also displays a spike in 1997, as observed in Figure 1.
provided, possibly for more sub-samples as determined by the several breaks found in the paper, for example, before 1990:Q1, before 1993:Q1, between 1990:Q1 and 2007:Q4, between 1993:Q2 and 2007:Q4, covering the global financial crisis and European debt crisis between 2008:Q1 and 2012:Q4, and from 2013:Q1 to the end of the sample.

Second, the evidence from the Han and Inoue (2015) test, recursive factor loadings and cross-correlation volatility indicate that the major change in the Australian economy since the inception of inflation targeting has been an increased stabilisation in both the real and nominal sectors. Increased stabilisation (in addition to a reduction in the inflation level) has important positive implications for welfare, for planning, for the structure of the economy, as well as for the transmission of monetary policy shocks. Specific tests for changes in volatility should be implemented. Further, the implications and linkages of the lower volatility and effect of monetary policy in the real and nominal sectors could be more thoroughly explored in the paper, as discussed below.

Transmission of monetary policy shocks – FAVAR model and break tests

Comments. The proposed FAVAR is estimated for the full sample and for three sub-samples. The model yields sensible and insightful results. The break test by Qu and Perron (2007) is appropriate as it tests for breaks in the mean and/or variance. The test is applied recursively, allowing for multiple breaks. However, there are some problems in the test and sub-sample analysis. First, the test assumes that breaks in mean and volatility happen at the same time. The paper does not consider the possibility that there could be breaks in the regression coefficients and in the variance at different times. Breaks in volatility can contaminate the results of breaks in the persistent parameters and it can affect the impulse response functions.

Suggestions. Andrews and Ploberger’s (1994) test can be recursively applied separately for breaks in mean and for breaks in variance. This will allow direct evaluation of changes in volatility over time and since the implementation of inflation targeting. It will also allow analysis of changes in impulse response functions over time. Since the breaks were a rough guideline to choose the sub-samples used in the paper, and the impulse response functions are different across periods, the break dates are important and could be re-examined to study potential changes in the transmission of monetary policy shocks.4

Alternatively, instead of studying the impact of exogenous breakpoints through sub-sample analysis, the paper could integrate potential breaks into the FAVAR model. For example, the FAVAR could be estimated with Markov switching in the mean and variance. This model approach would allow analysis of recurrent changes or of permanent structural breaks by modelling the transition probability with an absorbing state. Another option is to estimate the FAVAR with Markov switching in the mean parameters and allow for stochastic volatility. One of the main findings of the paper is increased stabilisation over time. Thus, allowing for a FAVAR with some sort of dynamics in the variance is important to capture this feature.

In all cases, as in the previous analysis, the model should be estimated taking into account potential pulse breaks in 1997 and 2000 as discussed earlier.

**Changes in impulse response functions over time and the price puzzle**

**Comments.** In order to illustrate the importance of changes in the monetary transmission of shocks over time, Chauvet and Tierney (2018) estimate a structural vector autoregression (SVAR) of US real-time GDP growth, inflation, unemployment and interest rates. The model is recursively estimated over increasing samples, yielding time series of the coefficients, variances and impulse response functions resulting from each recursive estimation. These are shown in Figure 4, which plots the impulse response functions of output and inflation to an unexpected increase in the federal funds rate in 1975:Q1, 1980:Q4 to 1981:Q3, 1996:Q1 and 2006:Q4. These dates are selected to reflect different economic conditions and to represent the governance of Burns, Volcker, Greenspan and Bernanke. The paper finds a reduction in the effect of monetary policy shocks, especially with respect to the response of inflation.

![Figure 4: Real-time Response to Shocks to Interest Rates on Different Dates](image-url)

*Note:* (a) 1981:Q3 for inflation
Monetary policy shocks have a strong and lasting negative effect on output during the Volcker period, especially between 1980:Q3 and 1981:Q3, and have the weakest effect in the later dates of 1996:Q1 and in 2006:Q4. The response of inflation to monetary policy shocks shows an even greater time variation. The largest negative response occurs in 1975:Q1, in the Burns period, followed by milder, but still negative, effects in the Greenspan and the Bernanke periods (1996:Q1 and 2006:Q4, respectively). On the other hand, inflation shows a positive response in the Volcker period between 1980:Q4 and 1981:Q3, even though the SVAR considered includes commodity price inflation to minimise the price puzzle. Notice that the price puzzle does not appear in other periods.

**Suggestions.** Hartigan and Morley find the price puzzle for the nominal factor and for CPI inflation for the full sample, and for the period between 1993:Q2 and 2004:Q4, but not for the other sub-samples. This might be a consequence of the disinflation that took place between 1993:Q2 and 2004:Q4, similar to the one observed in the United States in the early 1980s. It could also be due to the existence of breaks (non-stationarities) around the period between 1990 and 1993, which can lead to very different impulse responses quarter by quarter, as illustrated in Chauvet and Tierney (2018). The paper could further explore this possibility by separating and estimating the model using several sub-samples around this period. It could also add commodity price variables to the FAVAR, which is known to reduce the price puzzle. Finally, adding the production variables may reduce the price puzzle as well, since the real factor is mostly associated with surveys of expected output rather than with production per se, as discussed earlier.

**Sacrifice ratio and the Phillips curve**

**Comments.** The paper examines the sacrifice ratio for Australia using the accumulated response of real GDP relative to the response of CPI inflation. The authors find that it dropped with the introduction of inflation targeting, but it has increased since the mid 2000s. The paper relates this to a possible flattening of the Phillips curve. However, the sacrifice ratio could have increased because the inflation level is low enough during this more recent period that changes in interest rates do not change inflation as much, since it is not warranted. This can be seen in the impulse response function in the later part of the sample – inflation does not fall as much as a response to a shock in monetary policy compared with the earlier phase of the inflation-targeting period. This might indicate that the sacrifice ratio is higher not because of the response of output compared with earlier periods, but because inflation is responding less than output since the mid 2000s – which is also found in the United States. This is an expected result in an environment with low inflation, as found also in Chauvet and Tierney (2018) for the United States.

**Suggestions.** If the paper wants to further study the Phillips curve or the RBA reaction function, it can use the results from the FAVAR to estimate these equations as, for example, in Cogley and Sargent (2005), and draw more definite conclusions regarding changes in the Phillips curve. More interestingly, the paper should further explore the implications of (lower) levels and volatility of inflation on inflation’s response to monetary policy shocks.
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2. General Discussion

Much of the discussion was focused on identification and causality, with participants noting that macroeconomic volatility had fallen globally over the sample period. A number of participants suggested that causality from the introduction of inflation targeting to lower macroeconomic volatility in Australia was hard to determine because other structural factors may have had significant effects around the same time.

One participant noted that empirical work for small open economies such as Australia should be easier than similar analysis for the United States. This is because variables such as global commodity prices, global gross domestic product and global interest rates can be treated as exogenous when examining small economies. Another participant agreed and stated this would help identify whether the low global inflation had caused lower inflation in Australia.

Participants also discussed alternative reasons for why macroeconomic volatility may have fallen in Australia in the early 1990s. Alternatives raised included the Great Moderation, tariff reductions, structural changes in the regulation of product markets, the increased use of information technology and the deregulation of the labour market. Another reason raised was the decentralisation of wage determination, which occurred through the late 1980s and early 1990s. This reduced the propagation of commodity price shocks to other sectors that likely contributed to the fall in macroeconomic volatility. One participant suggested that relaxing the assumption of a single break date could reveal something about the timing. All of these factors, as well as inflation targeting, occurred over time and this may be why the break dates in Luke Hartigan and James Morley’s analysis were inconclusive.

However, participants also referred to the sharp decline in common volatility and in the volatility of the main categories of ‘real’ and ‘nominal’ variables around the introduction of
inflation targeting. While there was uncertainty in the confidence intervals of the break tests, the abrupt change in volatility in 1993 suggested that the introduction of inflation targeting did contribute to the fall in macroeconomic volatility.

Another major area of discussion was focused more on the implications of inflation targeting for identification. One participant noted inflation targeting is about more than just establishing a nominal anchor – it’s also about moving towards a more transparent and systematic policy framework. In an ideal world, central banks should be moving interest rates endogenously to stabilise the economy. Participants agreed that this would not provide monetary policy shocks for identifying the effect of monetary policy on macroeconomic variables. It seems that the last decade has had less variation in monetary policy than previous years, which makes identification harder.

One participant stated that solving the inference problem is getting harder because all movements are being dominated by idiosyncratic volatility. Central banks are now looking at a wider group of variables, which makes communication trickier because the economic narratives must be more nuanced. The participant noted that, the more successful inflation targeting is, the more the central bank needs to rely on communication. Another participant agreed and said that, the more relative noise there is, the more the central bank needs to communicate about why it is looking through it. However, they also noted that inflation targeting has been successful because it targeted a single variable and targeting a factor would not be beneficial as it would be much more difficult to communicate to the public.
1. Introduction

This paper surveys alternative monetary frameworks and evaluates whether the current inflation-targeting framework, followed by the Reserve Bank of Australia (RBA) for the past 25 years, is likely to be the most appropriate framework for the next 25 years. While flexible inflation targeting has appeared to work well in Australia in the past decades, the nature of future shocks suggests that some form of nominal income targeting is worth considering as an evolutionary change to Australia’s framework for monetary policy.

The core mandates of the RBA are promoting price stability, employment and the economic prosperity and welfare of the Australian people. However, the way in which monetary policy has been conducted, in order to achieve these goals, has undergone evolutionary changes over the past 35 years. Most notable was the switching from money targeting that prevailed throughout the 1980s, to a ‘checklist’ approach and finally to inflation targeting beginning around 1993. Under the inflation-targeting framework, the RBA’s price stability objective is defined as achieving a medium-term average inflation rate of 2 to 3 per cent over the cycle for consumer price inflation (CPI) – which allows some policy space for short-run considerations of output and employment fluctuations. While the introduction of inflation targeting has witnessed a substantial containment in inflationary pressure, with year-ended inflation averaging under 3 per cent since 1993 (Figure 1), the theoretical debate about the desirability of inflation targeting as an optimal monetary policy regime remains active. The debate has been less focused on whether inflation targeting has tamed inflation, and more on whether its side effects (e.g. sacrificing output stability for price stability, weak anchoring of expectations, etc) are more pronounced compared to outcomes under alternative monetary policy regimes.

* Warwick McKibbin is from the Centre for Applied Macroeconomic Analysis, Crawford School of Public Policy, Australian National University (ANU) and The Brookings Institution, Washington DC. Augustus Panton is a Doctoral Student Research Associate at the Centre for Applied Macroeconomic Analysis, Crawford School of Public Policy, ANU. The views expressed in the paper are those of the authors and should not be interpreted as reflecting the views of any of the above institutions with which the authors are affiliated including the trustees, officers or other staff of the ANU or The Brookings Institution.
In discussing the possible future role for inflation targeting in Australia, this paper begins with a summary of the alternative monetary frameworks that have been proposed in the economics literature over many decades. Section 3 addresses the major issues that are important for the relevance of each monetary framework with a particular focus on the Australian context. Section 4 explores the nature of historical shocks experienced during the inflation-targeting period in Australia and then conjectures the likely nature of future shocks in the domestic and global economies over the coming decades. A summary and policy implications are outlined in Section 5.

2. Alternative Monetary Frameworks

Stanley Fischer (1995) observed that the search for an optimal monetary policy framework is an unending one. This is reflected in the RBA’s monetary policy framework undergoing evolutionary changes over the years. From the failure of money targeting in the 1980s to the introduction of inflation targeting in the early 1990s, changes to the conduct of monetary policy have been mostly dictated by the prevailing macroeconomic fundamentals. In this section, we place the current inflation-targeting regime in the broader context of alternative monetary regimes in the literature. The goal is to provide a summary analysis on how changing macroeconomic fundamentals can require rethinking the monetary policy framework over time.
2.1 Inflation targeting

In its strictest form, an inflation-targeting regime is concerned with achieving and maintaining low and stable inflation, with a base drift, without consideration of controlling deviations in the output level. That is, all shocks that affect price stability – whether temporarily or permanently – are accommodated by changes to the policy rates as summarised by Equation (1):

\[ i_t = i_{t-1} + \alpha (\pi_{t+n} - \bar{\pi}) \]  

(1)

where the nominal interest rate \( i_t \) set in period \( t \) is a function of the rate in period \( t - 1 \) and \( \alpha \) measures how the central bank responds to shocks that cause forecast inflation \( (\pi_{t+n}) \) to deviate from the inflation target \( (\bar{\pi}) \).

However, in practice, as per the mandate of most central banks, some considerations are given to output stabilisation, under what is termed flexible inflation targeting. Under such a regime, the central bank has an objective function given in Equation (2):

\[ L_t = \frac{1}{2} (\pi_t - \bar{\pi})^2 + \lambda Y_t^2 \]  

(2)

where \( \pi_t \) is inflation in period \( t \), \( \bar{\pi} \) is the central bank’s inflation target and \( \lambda \geq 0 \) is the weight given to output gap \( (y_t) \) stabilisation. That is, instead of responding to all shocks that affect inflation, a flexible inflation-targeting central bank distinguishes between temporary and permanent shocks in balancing the price stabilisation objective with the output stabilisation goal (Fischer 1995; King 1997; Bernanke 2015).

Equations (1) and (2) imply that the accuracy of the forecasts of inflation and potential output are critical in achieving optimal monetary policy outcomes – in the form of strongly anchored expectations and policy credibility. Indeed, most central bank inflation forecasting models include an estimate of the output gap as a critical element in the forecast of future inflation. However, there is strong evidence that central banks’ forecasts, particularly in measuring the output gap, are subject to large errors. The less well central banks can forecast the output gap, the more policy credibility is undermined (Orphanides 2001; Beckworth and Hendrickson 2018). A variant of the flexible inflation-targeting regime is the set of rules proposed by Henderson and McKibbin (1993) and applied to the US Federal Reserve policy behaviour by Taylor (1993). As indicated by Equation (3), the monetary policy reaction function under a Henderson-McKibbin-Taylor (HMT)-type rule is expressed as:

\[ i_t = i_{t-1} + \alpha (\pi_t - \bar{\pi}) + \gamma (y_t - \bar{y}) \]  

(3)

where \( \alpha \) and \( \gamma \) represent the respective weights on price or inflation stability and output stability and \( y_t \) is output.\(^1\) Under the assumption of sticky nominal wages, these parameters can be derived, as was the case in Taylor (1993) for the US Federal Reserve covering the period 1984–1992. In addition to price and output stability, other macroeconomic indicators such as exchange rates can be included in HMT-type rules using a general equilibrium modelling framework. An example is the approach in the G-Cubed model (McKibbin and Wilcoxen 2013).

\(^1\) The output term can also be written in terms of output growth relative to target. This alternative is the specification used in the G-Cubed model because average trend output growth is easier to measure than the level of potential output at each point in the future (McKibbin and Wilcoxen 2013).
2.2 Price level targeting

The foremost objective of monetary policy, achieving and maintaining price stability, is usually interpreted as maintaining a low and stable rate of inflation (Svensson 1999). For the RBA, ‘low and stable’ is defined as maintaining an average CPI inflation rate of 2 to 3 per cent over the cycle. But it could also mean maintaining a stable price level, instead of its rate of increase – the inflation rate.

Under price level targeting, the goal of monetary policy is to maintain stability in the price level, with the price level maintained along a desired path by compensating lower past inflation with higher current inflation and vice versa. That is, under price level targeting, bygones are not bygones, making it an effective regime in anchoring expectations. However, the effectiveness of a price level target as a monetary policy anchor is crucially dependent upon whether economic agents are rational – that is, whether they fully understand the history-dependent nature of a central bank’s policy response (Amano, Engle-Warnick and Shukayev 2011). Notwithstanding this, recent findings by Woodford (2013) and Honkapohja and Mitra (2018) show that under the assumption that agents are not fully rational or have imperfect knowledge about the history-dependent nature of policy, price level targeting is still superior to inflation targeting.

As illustrated in Figure 2, the core CPI inflation rate has largely averaged below 2.5 per cent – the midpoint of the RBA’s 2 to 3 per cent target range – since the introduction of inflation targeting in 1993. As periods of below-target inflation are not offset by above-target inflation under inflation targeting, the core price level remains slightly lower during most of the inflation-targeting era than it would have been had inflation been targeted at 2.5 per cent per annum with no bygones being bygones.

Figure 2. Quarterly CPI and CPI Inflation

Excluding volatiles

Notes: The 2.5 % target price level is the price level had inflation (excluding volatiles) been targeted at exactly 2.5 % throughout the entire period; levels are indexed at March 1993 = 100

Sources: ABS; Authors’ calculations; RBA
By letting bygones be bygones – as is the case under inflation targeting – the price level becomes non-trend stationary with a base drift, potentially increasing the variance of output indefinitely. As Svensson (1999) has shown, assuming agents are rational, and that the central bank has perfect control over inflation, then the monetary policy loss function under price level targeting can be written as:

\[ L_t = \frac{1}{2} \left( P_t - P_t^* \right)^2 + \lambda \left( Y_t - Y_t^* \right)^2 \]  

(4)

where \( P_t \) and \( P_t^* \) are the price level and socially optimal price level, respectively, while \( Y_t \) and \( Y_t^* \) are output and potential output and \( \lambda \geq 0 \) is the weight placed on output stabilisation. Contrary to the argument that a price level-targeting regime creates high output variability by not letting some (temporary) bygones be bygones, the strong anchoring of expectations and promotion of policy credibility cannot be overemphasised. Similar to arguments by Evans (2012) and Williams (2017), Bernanke (2017) points out that, with the strong anchoring of expectations that can be achieved under price level targeting, monetary policy can be effective under a binding zero lower bound (ZLB) on interest rates by introducing a temporary price level target.

According to the temporary price level-target argument, instead of creating policy space by increasing the inflation target – which is inefficient (Eggertsson and Woodford 2003) – or making a complete regime change to price level targeting – which could create high policy uncertainty – the optimal approach is the introduction of a temporary price level target invoked during periods when the ZLB is binding and communicated with clear Odyssean-type forward guidance.

### 2.3 Nominal income targeting

Nominal income targeting has long been advanced in the literature as a suitable policy rule. Indeed, before the widespread adoption of inflation targeting by central banks in the 1990s, various forms of nominal income targeting were seen to be a better alternative than inflation targeting under a range of assumptions. Unlike flexible inflation targeting (or price level targeting), that addresses the symptoms of output volatility (price volatility), the objective of monetary policy under nominal income targeting is the stabilisation of some measure of total nominal income. A policy rule targeting a specific level of nominal income can be expressed as:

\[ i_t = i_{t-1} + \alpha \left( P_{t+n} - \overline{P}_{t+n} \right) \]  

(5)

with \( P_{t+n} \) representing the nominal income level in period \( t+n \), forecast in period \( t \), and \( \overline{P}_{t+n} \) the targeted level. McCallum (2015) argues that, in order to overcome the time-inconsistency problem, nominal income targeting should be based on the growth rate of nominal income (\( g_t \)), instead of its level, as expressed in Equation (6):

\[ i_t = i_{t-1} + \alpha \left( g_{t+n} - \overline{g}_{t+n} \right) \]  

(6)

Apart from the fact that there need not be a divine coincidence to simultaneously achieve price and output stability (Blanchard and Gali 2007) under nominal income targeting, a central bank following the nominal income-targeting regime does not need to have real-time knowledge.

---

of potential output—a source of serious policy errors under inflation targeting. A nominal income target can be achieved with a range of outcomes for inflation and real output. For example, inflation could be above that desired by Equation (3) and real output growth below that desired in Equation (3) but the nominal income target could still be achieved ex post.

A second advantage of nominal income targeting is that productivity shocks that create divergent paths for price and output need not be accommodated by sacrificing output stability for price stability (Rogoff 1985; Henderson and McKibbin 1993). Third, in an extreme crisis when real interest rates may need to fall sharply to stabilise falling output, a nominal income target automatically allows expected inflation to rise well above the long-run inflation goal. The sharper the fall in expected output, the larger the capacity for the central bank to drive higher expected inflation without abandoning the nominal income target. With falling real output, the inflation upper bound is automatically relaxed. In a very transparent way, the extent to which inflation can rise is restricted to a band that is determined by the amount real gross domestic product (GDP) changes for a given shock. Thus, there is still a credible band for expected inflation but the upper and lower inflation rates vary with the extent of economic shocks. This can be interpreted as a transparent rule that implements the idea of ‘inflation targeting over the cycle’. This can be contrasted with a central bank following an inflation target. With a hard upper bound of 3 per cent, a well-anchored expected inflation rate is unlikely to rise above 3 per cent unless a central bank announces a special circumstance. In the case of extreme negative supply shocks, nominal income targeting enables the real interest rate to fall more quickly (if expected inflation can rise) and further than under a flexible inflation target.

A further consideration is that in a time of large private and public debts, a key part of financial stability is to ensure nominal GDP grows at a reasonable rate. Sustainable growth of nominal GDP is more important than low inflation in a highly leveraged world.

There are a number of additional considerations regarding the form of nominal income rules. Apart from level versus growth rate issues, a key question is whether a nominal GDP rather than a nominal gross national product (GNP) rule is more appropriate. In a closed economy the two would be the same. However, in an open economy, GDP is a measure of production location whereas GNP is a measure of what income is generated. In countries with large swings in the terms of trade, GNP varies far more than GDP over time.

### 2.4 Financial stability

In addition to the conventional goals of promoting price stability and output stability as required by the mandates of most central banks, there has been an active debate on whether central banks should also worry about financial stability. An early contribution to this was Borio and Lowe (2002) and the global financial crisis (GFC) accentuated the debate. By 2010 it was a key issue in the debate about the role of monetary policy in Australia. Evidence in the literature remains mixed on which policy rule can optimally incorporate financial stability.

---

3 This was a major focus in the paper by Cagliarini, Kent and Stevens (2010) on 50 years of monetary policy.
as an objective of monetary policy, with Woodford (2012) arguing for a Taylor-type rule and Sheedy (2014) recommending a nominal income rule.

Using the weighted sum of asset prices and household debt in relation to an equilibrium level as a proxy for financial stability risks (see Disyatat (2010); Woodford (2012)), an additional mandate incorporating financial stability can be described by a loss function of the form:

\[ L_t = \frac{1}{2} E_0 \sum_{i} \beta^t \left[ \pi_t^2 + \lambda_y y_t^2 + \lambda_\Omega \Omega_t^2 \right] \]

where \( \lambda_y \geq 0 \) and \( \lambda_\Omega \geq 0 \) are the weights on output stability and financial stability, \( \Omega_t \) is a measure of financial risks and \( 0 < \beta < 1 \) is a discount factor. In this ternary framework, flexible inflation targeting is still the standard rule with an invariant long-run price level but addressing financial stability risks is included as a mandate of monetary policy, not one to be only tackled through regulatory policies.

### 2.5 Other monetary regimes

In addition to the above policy rules, there are a number of alternative proposals for monetary regimes. A fixed exchange rate regime is popular in countries with central banks that don’t have sufficient credibility to follow independent monetary policies. The fixed exchange rate regime effectively imposes on the domestic central bank the monetary regime of the country to which the exchange rate is pegged. Other variations include pegging the commodity price index or other definitions of the inflation or price level targets. These have been comprehensively evaluated by Frankel (2011) in the context of the specific problems faced by emerging economies, and economies subject to large variations in their terms of trade due to commodity price fluctuations.

In the Australian context, with the apparent success of inflation targeting over the past 25 years, the debate in 2018 is between the continuation of flexible inflation targeting or switching to a more clearly identified nominal income target. The key issues to be carefully considered in making such a switch are analysed in the next section.

### 3. Key Issues in the Choice of the Monetary Regime

In the debate regarding the appropriate monetary regime for Australia, there are a number of critical issues that need to be considered. Included are questions such as:

1. How well does each monetary regime handle shocks?
2. Can the target of monetary policy be credibly measured and clearly understood?
3. How forecastable are the different targets?
4. Are price expectations anchored by the monetary regime?

Each of these issues are considered in turn below.

---

4 In the monetary literature this is referred to as a ‘ternary’ mandate.
3.1 How well does each monetary regime handle shocks?

One of the more important issues in the choice of a monetary regime is how well each regime handles different types of shocks. This question goes back to the work of Poole (1970) on money demand versus goods demand shocks and supply shocks and extended by Henderson and McKibbin (1993) to consider: money demand shocks; aggregate demand shocks; supply shocks; and changes in country risk.

The standard result in the theoretical literature and the large modelling literature (summarised in Bryant, Hooper and Mann (1993)) is that inflation targeting and nominal income targeting handle money demand shocks well because both would neutralise the monetary shocks before they emanate from the money market. Both regimes handle demand shocks equally well, since a rise in demand implies a rise in inflation as well as a rise in nominal income. Under both regimes, a rise in the interest rate would automatically dampen the effects of demand shocks on output and inflation.

The exact extent of policy change, and therefore the trade-off between output and inflation, would be different under each regime and which regime performs best depends on the parameters of the particular model. Thus, in practice, the relative performance is an empirical question. Because of the constantly changing nature of money velocity, a fixed money rule does not handle demand shocks well, causing many countries to abandon monetary targeting during the 1970s.

The type of shocks that are not handled well by strict inflation targeting are aggregate supply shocks, such as a surprise fall in productivity or the occurrence of an earthquake. In the face of a negative supply shock, an inflation-targeting central bank would see prices rising and output falling. In response to rising prices, monetary policy would be tightened and therefore the output fall would be accentuated. A flexible inflation-targeting central bank, if it knew the nature of the supply shock, could argue that policy did not need to be tightened and therefore the response would be tempered. A nominal income-targeting central bank would see prices rising and output falling and nominal income approximately unchanged (the outcome would depend on output and price elasticities).

To the extent that some supply shocks are unobserved, there is an advantage of nominal income targeting over inflation targeting, and even over flexible inflation targeting in the form of weakened policy credibility. While a flexible inflation-targeting central bank may have to signal special circumstances under which certain supply shocks would not be accommodated (if they are considered temporary), a nominal income-targeting central bank on the other hand does not have to make such a distinction. To the extent that the distinction between shocks that can be accommodated and those that cannot be accommodated is not correctly made due to the lack of real-time knowledge by the central bank, a nominal income target can be argued to promote stronger policy credibility than a flexible inflation target.
3.2 Can the target of monetary policy be credibly measured and clearly understood?

Whatever target a central bank adopts as the anchor for monetary policy, effective communication is crucial for the formation of expectations by private agents. Crucial to such communication are two key issues. First, can the selected target be *credibly* measured by the central bank? Second, is the target *clearly* understood by economic agents?

### 3.2.1 Measurement

For all monetary policy rules, the question of how credibly the central bank can measure the target is a key concern, particularly for indicators whose measurement in real time cannot be done with precision. There is strong empirical evidence that there is unlikely to be *divine coincidences* in the conduct of monetary policy, especially when there are real wage rigidities (Blanchard and Galí 2007) or supply shocks (Kim 2016).\(^5\)

That is, when there are divergent paths for price and output, central banks that aim to achieve both price and output stability – via *flexible* inflation targeting or price level targeting – are faced with a strong trade-off. A key input into such flexible monetary policy reaction or loss functions is an estimate of the output gap. However, as the economy’s potential output is not observed in real time, the use of preliminary estimates of the output gap is the norm. Apart from the lack of uniformity in measurement and large *ex post* revisions of preliminary estimates, the unreliability of output gap data for policy purposes is largely underpinned by the constant changes in the end-point of trend output as the true nature of the economy changes with hindsight (Orphanides and van Norden 2002). The lack of a reliable output gap measure is the ‘Achilles heel’ of inflation targeting as currently practised.

As no publicly available historical output gap series is available for Australia, most empirical analyses on the issue follow an econometric approach (see Gruen, Robinson and Stone (2002)). For nominal income targeting, such real-time knowledge burden from output gap measurement is not placed on the central bank. That is, for a monetary policy regime based on a nominal income target (as opposed to an inflation or a price level target), the real-time knowledge problem faced by the central bank is of forecasting nominal income, instead of the output gap.

Another issue relating to measurement is the extent of revision of data over time. Compared with inflation statistics, nominal GDP statistics are published with long time lags and are subject to revisions over time. However, as there is evidence that errors from nominal income growth forecasts are stationary, the effect of growth data revisions on target credibility may not be a major concern compared with errors in measuring the output gap. Furthermore, it may be feasible, by using big data, to generate daily information on a large part of nominal expenditure. Whether good proxies for nominal income growth in real time may be developed is an area where future research could focus.

---

\(^5\) Achievement and maintenance of price stability does not guarantee output stability, with a strong trade-off in achieving both objectives.
3.2.2 Understanding

Monetary policy is considered credible if the expectations of economic agents are firmly anchored. But such anchoring of expectations depends on how clearly and easily the policy or target can be understood. A nominal income target outperforms other policy rules on this count. First, unlike a flexible inflation target for which both price stability and output stability goals are communicated, only a nominal growth target is communicated for a nominal income-targeting regime (McCallum 2011; Sumner 2011). Second, with volatile items, particularly oil and food prices, excluded from underlying inflation – the measure of inflation accommodated by most inflation-targeting central banks, including the RBA – the persistent disconnect between headline and underlying inflation may weaken policy credibility, particularly in an environment characterised by persistent supply shocks that drive a wedge between underlying and headline inflation. No such distinction between underlying and headline inflation needs to be made under nominal income targeting.

3.3 How forecastable are the different targets

Figure 3 shows the forecast errors made by the Organisation for Economic Co-operation and Development (OECD) in forecasting annual nominal GDP growth, real GDP growth and CPI inflation for Australia from 1993 until 2014. The forecast errors are stationary when tested for a unit root. They also appear to be of a similar magnitude. The results are similar for errors made by the Australian Treasury in forecasting nominal GDP and inflation over the decade 2007/08–2016/17 (Table 1). For the period 2007/08–2011/12, the errors made in the May forecasts for one-year-ahead nominal GDP and CPI inflation are of similar magnitude as measured by the root mean squared error (RMSE). For the succeeding period (2012/13–2016/17), the RMSE for the May one-year-ahead nominal GDP forecast is almost twice that of inflation for the same period, although the December one-year-ahead forecast for nominal GDP performance is better than the inflation forecast performance. However, over the entire ten-year period, there appears to be little difference between the Treasury’s forecast performance for both CPI inflation and nominal GDP.

---

6 Nothing prevents the central bank from announcing the underlying inflation and real growth goals – indeed this would enhance understanding of the policy.
Figure 3: OECD Forecast Errors

Table 1: Root Mean Squared Errors of Australian Treasury’s Forecasts of Nominal GDP and CPI Inflation

<table>
<thead>
<tr>
<th>Period</th>
<th>Nominal GDP</th>
<th></th>
<th>CPI inflation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>May</td>
<td>December</td>
<td>May</td>
<td>December</td>
</tr>
<tr>
<td>2007/08–2011/12</td>
<td>1.38</td>
<td>0.89</td>
<td>1.18</td>
<td>1.10</td>
</tr>
<tr>
<td>2012/13–2016/17</td>
<td>1.52</td>
<td>0.74</td>
<td>0.87</td>
<td>0.70</td>
</tr>
<tr>
<td>2007/08–2016/17</td>
<td>1.45</td>
<td>0.82</td>
<td>1.04</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Notes: The RMSE is calculated by squaring the forecast errors, averaging them over the indicated periods and taking the square root of the result; the forecast error at each horizon is computed as actual (out-turn) less forecast.
Sources: Australian Treasury; Authors’ calculations

3.4 Are price expectations anchored by the monetary regime?

It is often argued that a focus on inflation by central banks is the best way to anchor inflation expectations. It is worth exploring if this is correct. The key measure of how credibly a central bank has performed under inflation targeting is to test for any decoupling between the inflation expectations of private agents and the central bank’s inflation target or forecast (King 2005). The best explanation of this concept is the statement by Blinder (2000, p 1422) that ‘[a] central bank is credible if people believe it will do what it says’. Under a credible flexible inflation-targeting regime, short-term deviations from the target are allowed without fear of weakening policy credibility, provided economic agents are confident that the target will be achieved over the cycle.
That is, while the goal is the firm anchoring of long-term inflation expectations, short- and medium-term expectations can be anchored through forward guidance – more likely so if the forward guidance is ‘Odyssean’, rather than ‘Delphic’, in nature (see Bernanke (2017)). However, as wage- and price-setting behaviours are more contingent on short- and medium-term expectations than longer-term ones, persistent flexibility in postponing target achievement may drive a de-anchoring of inflation expectations.

We explore several aspects of the anchoring of inflation expectations in Australia. We follow the work by Demertzis, Marcellino and Viegi (2008) on the US economy and Łyziak and Paloviita (2016) on the inflation expectations in the euro area. First, we test how long-term expectations are influenced by actual inflation. Second, we examine the dependence of long-term expectations on short-term expectations. We base these inflation expectations on a mix of financial market data and different surveys of expectations. An alternative approach using survey data is proposed by Carvalho et al (2017), using data for a range of countries but not including Australia. Further work could use this approach to test the conclusion from our analysis.

An inflation-targeting central bank minimises the following loss function (8) subject to the Lucas supply function (9):

$$\begin{align*} L_t &= \frac{1}{2} \mathbb{E} \left[ (\pi_t - \pi)^2 + \lambda y_t^2 \right] \\ y_t &= \pi_t - \pi_t^e + \xi_t \end{align*}$$

where $\xi_t$ is a zero-mean and constant variance supply shock. The optimisation of Equation (8) can be written as:

$$\pi_t | \xi_t = \frac{1}{2} [\pi + \pi^e - \xi_t]$$

where $\pi_t$ is the inflation outcome in period $t$, which is conditional on $\xi_t$ and $\pi^e_t$ is private agents’ expectations. Under a credible monetary policy regime, private agents’ expectations are firmly anchored ($\pi = \pi^e$). This means that from Equation (10):

$$\pi_t | \xi_t = \pi - \frac{1}{2} \xi_t$$

Then,

$$\mathbb{E}(\pi) = \pi$$

Assuming that long-run inflation expectations, $\pi^e_t$, at any given time is a function of the weighted average of the inflation target ($\pi^e$) and one-period lagged inflation rate ($\pi_{t-1}$) as in Equation (13):

$$\pi_t^e = \rho_1 \pi^e + (1 - \rho_1) \pi_{t-1}$$

Then, $\rho_1 (\in [0,1])$ denotes how firmly inflation expectations are anchored. Therefore, at one extreme is full credibility ($\rho_1 = 1$) where expectations are exactly anchored at target. At the other extreme is the case of no policy credibility ($\rho_1 = 0$) with complete de-anchoring of expectations. Therefore, if the argument that inflation targeting has successfully tamed inflation in a credible manner is true, then there must be a disconnect between inflation and inflation expectations in the historical data.
To test this hypothesis, we follow the approach by Demertzis et al (2008) as summarised by the vector autoregressive (VAR) model below:

\[
\begin{pmatrix}
\pi_t \\
\pi_t^e
\end{pmatrix} = 
\begin{pmatrix}
c_1 \\
-c_2
\end{pmatrix}
+ \begin{pmatrix}
a(L) & b(L) \\
c(L) & d(L)
\end{pmatrix}
\begin{pmatrix}
\pi_{t-1} \\
\pi_{t-1}^e
\end{pmatrix} + \begin{pmatrix}
\epsilon_{1t} \\
\epsilon_{2t}
\end{pmatrix}
\]

where \(\pi_t\) and \(\pi_{t-1}\) are the actual CPI inflation and one-quarter lagged CPI inflation rates, respectively, and \(\pi_t^e\) is medium- or long-term inflation expectations. Under the conditions that actual lagged inflation has no effect on inflation expectations (medium- and long-term) and vice versa, as well the lack of any contemporaneous shock transmission from actual inflation to expected inflation (and vice versa), then impulse response functions (IRFs) generated from Equation (14) must show no reaction dynamics. Similar to Gillitzer and Simon (2015), we split the sample into two regimes with different inflation dynamics: the era before inflation targeting (1986:Q3–1993:Q4) and the inflation-targeting era (1994:Q1–2017:Q4).


3.4.1 Pre-inflation-targeting era: was monetary policy credibility low?

The primary goal of adopting inflation targeting was to improve the credibility of monetary policy. As shown in Figure 4, both CPI inflation and long-term inflation expectations have been on a downward trend throughout the decades leading to inflation targeting.

To test monetary policy credibility during the pre-inflation-targeting era, we examine the sensitivity of long-term inflation expectations to actual inflation dynamics (lagged one quarter) using the VAR model in Equation (14) with two lags (determined by information criteria). Empirical diagnostic checks show, among other things, that the model was correctly specified, with serially uncorrelated and homoskedastic errors. The impulse responses are provided in Figure 5. The results show that the formation of long-term expectations was sensitive to actual inflation dynamics during the period, indicating weak anchoring and poor credibility.
Figure 4: Inflation and Long-term Inflation Expectations

Note: Long-term inflation expectations are represented by the average annual inflation rate implied by the difference between the 10-year nominal bond yield and the 10-year inflation-indexed bond yield, as compiled by the RBA

Sources: RBA; Yieldbroker

Figure 5: IRFs – CPI and Long-term Inflation Expectations

1986:Q3–1993:Q4

Note: Response to Cholesky one standard deviation (degrees of freedom adjusted) innovations with ±2 standard errors

Sources: Authors’ calculations; RBA
3.4.2 Inflation-targeting era: have expectations been credibly anchored?

Figure 6 shows inflation and expectations dynamics during the inflation-targeting era. As more data on expectations are available for the inflation-targeting era, we examine not just how actual inflation affects long-term inflation and vice versa, but also how long-term expectations are influenced by short-term expectations. Under strong anchoring, both actual inflation and short-term inflation expectations should not influence long-term expectations and vice versa.7

![Figure 6: Inflation and Inflation Expectations](image)

| Notes: | Short-term inflation expectations are represented by business inflation expectations – 3-months ahead as compiled by the National Australia Bank (NAB); medium-term inflation expectations are represented by union officials’ inflation expectations – 2-years ahead; long-term inflation expectations, see notes to Figure 4 |
| Sources: | ABS; Australian Council of Trade Unions; Employment Research Australia; NAB; RBA; Workplace Research Centre; Yieldbroker |

As shown in Figure 7, actual inflation and long-term inflation expectations exhibit strong contemporaneous responses to shocks emanating from either direction, indicative of incomplete anchoring of expectations. However, there is a return of inflation expectations to baseline after eight quarters which indicates stronger anchoring over time. Figure 8 also shows similar dynamics between CPI inflation and medium-term expectations.

---
7 We use Quarterly Business Survey inflation expectations – 3-months ahead as compiled by the National Australia Bank as a measure of short-term inflation expectations.
Figure 7: IRFs – CPI and Long-term Inflation Expectations
1994:Q1–2017:Q4

Note: Response to Cholesky one standard deviation (degrees of freedom adjusted) innovations with ±2 standard errors
Sources: Authors’ calculations; RBA

Figure 8: IRFs – CPI and Medium-term Inflation Expectations
1994:Q1–2017:Q4

Note: Response to Cholesky one standard deviation (degrees of freedom adjusted) innovations with ±2 standard errors
Sources: Authors’ calculations; RBA
3.4.3 Did the GFC affect the anchoring of expectations in Australia?

To account for the possibility of changes in de-anchoring risks over time during the GFC, we split the sample into two: before the GFC (data available for 1989:Q3 to 2008:Q2) and after the GFC (2008:Q3 to 2017:Q4), using a crisis dummy, \( d_{GFC} \), which equals 0 for the period before the GFC and 1 otherwise. Following Ehrmann (2015) and Łyziak and Paloviita (2016), we estimate the following equation:

\[
\pi_{t+n} = \left(1 - d_{GFC}\right) \left[\phi_{pre-GFC} + \psi_{pre-GFC} \pi_{t-1}\right] + d_{GFC} \left[\phi_{post-GFC} + \psi_{post-GFC} \pi_{t-1}\right] + \varepsilon_t
\]

where \( \pi_{t+n} \) denotes the average medium-term or long-term inflation expectations. \( \pi_{t-1} \) is one-quarter lagged inflation rate and \( \varepsilon_t \) is white noise. From the results provided in Table 2, there is further evidence that inflation expectations are not strongly anchored in the short term, with the GFC having no real noticeable effects on such dynamics. While both pre-GFC and post-GFC coefficients are statistically significant, the pre-GFC coefficients are slightly larger.

<table>
<thead>
<tr>
<th>Table 2: Pre-GFC and Post-GFC Inflation and Expectations Dynamics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
</tr>
<tr>
<td><strong>Dependence of medium expectations on</strong> ( \pi_{t-1} )</td>
</tr>
<tr>
<td>Medium-term expectations</td>
</tr>
<tr>
<td>(7.22)</td>
</tr>
<tr>
<td><strong>Dependence of long and medium expectations on short-term expectations</strong></td>
</tr>
<tr>
<td>Long-term expectations</td>
</tr>
<tr>
<td>(3.61)</td>
</tr>
<tr>
<td>Medium-term expectations</td>
</tr>
<tr>
<td>(5.23)</td>
</tr>
</tbody>
</table>

Notes: \( \pi_{t-1} \) refers to actual CPI inflation rate lagged one quarter; estimation done using ordinary least squares with Newey-West heteroskedasticity autocorrelation consistent standard errors; *** indicates statistical significance at 99 per cent level; \( t \)-statistics are indicated in parentheses.

Sources: Authors’ calculations; RBA

4. Empirical Evidence on Shocks

4.1 The nature of historical shocks

As outlined in Section 3, the various monetary regimes handle shocks to the economy in different ways. Faced with demand shocks, an inflation-targeting central bank can appropriately tighten the monetary policy stance, simultaneously containing inflationary pressure and slowing down output growth. Therefore, with demand shocks, there can be a divine coincidence, such that an inflation-targeting central bank faces no trade-off between achieving the price and output stability objectives.\(^8\) However, in the case of supply shocks that create divergent paths for price and output, such divine coincidence disappears, creating

---

\(^8\) Divine coincidence occurs when the stabilisation of both inflation and output can be achieved with a single monetary instrument.
a stark trade-off between achieving price stability and output stability (see Blanchard and Galí (2007) and Kim (2016)). There are a number of studies of the Australian economy that have attempted to evaluate whether shocks historically have been demand or supply shocks. A brief overview of empirical evidence on the nature of shocks (demand versus supply) that characterised Australia’s business cycle over the years is provided below.

Empirical evidence on the nature of shocks (demand versus supply) underpinning Australia’s business cycle is mixed. Using a structural VAR model developed for the Australian economy covering the period 1980–98, Dungey and Pagan (2000) provide evidence that demand shocks are the dominant driver of business cycle activities over the period, with limited influence from monetary policy. Buncic and Melecky (2008) reach similar conclusions. According to their findings, domestic demand shocks were the key driver of variations in Australia’s potential output during the period 1981–2005, with limited influence from supply shocks. But the opposite is true for inflation, with aggregate supply shocks being the major determining factor. In a study analysing key features of Australia’s business cycles covering the period 1959–2000, Cashin and Ouliaris (2001) find strong empirical evidence demonstrating a persistent countercyclical relationship between output and prices over the entire period, indicative of the dominance of supply shocks in explaining fluctuations in output.

Similar findings, that supply shocks were the dominant drivers of Australia’s macroeconomic fluctuations, were reached by Backus and Kehoe (1992) covering different periods spanning 1861–1985 and Fisher, Otto and Voss (1996) for the period 1959–95. Recent evidence also remains mixed, although demand shocks are largely believed to be the major driver of the fluctuations in output relative to supply shocks. Using quarterly data covering 1992 to 2013, Rees, Smith and Hall (2015) find that, while demand shocks (consumption preferences and expenditures) are relatively more pronounced in influencing output fluctuations and particularly strong in driving variations in consumption, aggregate supply shocks (mark-up shocks in the non-traded, non-resource and import sectors) are the major driver of the fluctuations in inflation.

4.2 Likely future shocks

While the debate on the performance of monetary policy regimes usually focuses on how regimes would have performed historically, it is also useful to be forward thinking about the likely nature of future shocks to the global and Australian economies.⁹ There are three main areas where future shocks can be anticipated. The first is climate change and climate policy responses. The second is the emergence of a fourth industrial revolution or a new Renaissance due to the rapid adoption of new technologies such as artificial intelligence. The third is the growth of larger emerging economies into the world economy following the experience of China.

---

⁹ Such a historical review of performance was the basis of the Brookings model comparison project (see Bryant et al (1993)).
4.2.1 Climate change and policy responses

In a recent paper, McKibbin et al (2017) explored the interdependence between the choice of climate policy regimes and the choice of monetary regimes. They argue that, while climate policy and monetary policy have been considered and pursued separately as two distinct policy regimes, the joint interaction of both policies in influencing macroeconomic fluctuations must be the concern for future macroeconomic stabilisation policy. That is, while optimal monetary policy outcomes can be achieved when the traditional goals (price stability and output stability) are met, the climate policy objective of promoting low carbon emissions cannot be achieved without consequences for price and output stability under alternative monetary policy and climate policy regimes.

There are several issues raised by McKibbin et al. The first is that increasing climate shocks will likely imply greater output volatility from supply side shocks due to climate-related disruption. This greater volatility in the real economy also implies that estimating the output gap is likely to become increasingly difficult. Thus, an inflation-targeting regime based on output gap forecasting is likely to be more difficult to implement. As mentioned above, a nominal income-targeting regime does not rely on output gap estimation and may be better at anchoring inflation expectations within a band.

The second problem is related to the nature of the likely climate policy response. A cap-and-trade carbon emissions trading framework targets the level of emissions over time through a market-determined carbon price that stabilises or reduces emissions. The more ambitious the carbon target, the higher and more volatile the carbon price will be. The carbon price feeds directly into the price of energy and therefore into the inflation rate. Over time, the carbon price is likely to have a trend increase given the nature of the carbon reduction targets adopted by countries, including Australia, under the Paris Agreement. Thus, an inflation-targeting regime would need to adjust for both a change in trend inflation due to the carbon price as well as volatility in inflation due to volatility in carbon prices. The second effect is less problematic if the climate policy is implemented as a carbon tax because the carbon price (equal to the tax) is known. There would, however, still be a trend change in the underlying inflation rate which needs to be considered in the monetary regime.

The extent to which the issues raised by climate change are important will depend on a number of highly uncertain events: the nature of future climate disruption; the extent to which Australia takes on a deep cut in its emissions target; and the nature of the actual climate policy that is eventually implemented in Australia. McKibbin et al (2017) conclude that considering climate change should be thought of as an increasing importance of supply side shocks, which are better handled by nominal income targeting than inflation targeting.
4.2.2 The rise of artificial intelligence

There is a large and growing literature on the impact of artificial intelligence on economic activity. While some analysts and policymakers are more optimistic about the potential benefits from artificial intelligence, ranging from enhanced real-time forecasting capabilities, spotting bubbles, and uncovering complex macrofinancial links (Lagarde 2017), some are more concerned about how such changes to the nature of the economy could make real-time forecasting and understanding of macroeconomic fundamentals more complicated than ever before. Saniee et al (2017) suggest that the world could be on the verge of a fourth industrial revolution underpinned by the rapid advancement in technology. This would make forecasts of potential growth and the output gap highly uncertain. Currently, there is a huge mismatch between low growth and productivity statistics on one hand and high expectations of improvement in productivity due to rapid advancement in technology on another.

The real problem could be due to two issues. Either there is a problem with how the effects of new technologies on economic growth and productivity are measured by economists (Feldstein 2017), or we are yet to clearly understand the lag from the introduction of new technologies to the realisation of their impacts on output and productivity (Brynjolfsson, Rock and Syverson 2017). In either case, as new technologies make the structure of the economy more complex, measuring the underlying fundamentals, particularly concepts like ‘potential output’ will become even more challenging. An alternative view is offered by Gordon (2016) who argues that productivity growth will remain weak for many years. Such uncertainty over productivity growth will make projection of potential growth very difficult.

In such an environment where central banks cannot account for surprise increases in productivity, then inflation would be surprisingly low for long periods. The credibility and effectiveness of monetary policy in such an environment will be contingent upon the nature of the monetary policy framework in place. Suppose productivity growth rises more sharply than expected. Inflation-targeting central banks would continue to see inflation below their inflation target because monetary policy would be too tight relative to that possible in a strongly growing economy. They would need to continually relax monetary policy to attempt to raise inflation to the target. Over time, failure to achieve this would undermine the credibility of the inflation target.

Under a nominal income target, suppose the target of the RBA is 6 per cent per year calculated assuming 3 per cent potential growth and 3 per cent inflation. If growth was surprisingly strong because of higher-than-expected productivity growth, output growth may turn out to be 4 per cent with inflation at 2 per cent. The nominal income target can still be met without affecting the credibility of the central bank. The difference would be that inflation would be lower than desired. If this is sustained then the central bank could announce a higher future nominal income target, adjusting to the new reality of higher real growth.

---

4.2.3 Continued emergence of developing economies into the global economy

The accession to the World Trade Organization in 2000 and the implementation of structural reforms by Chinese authorities since then have positioned China as a major economy, transforming the global economy through millions of workers, producers and consumers entering global production and consumption networks. The importance of the China boom for the Australian economy from 2001 to 2016 is explored in Dungey, Fry-McKibbin and Linehan (2014) and Dungey et al (2017).

An emerging country boom would affect Australia in a similar way to the China boom of the 2000s – strong external demand, high Australian nominal income growth and an appreciating exchange rate, which would lower import prices. It might also lead to a lowering of Australian country risk, as investment in Australia is seen as a high return activity given Australia’s production structure and trade links into emerging economies. This would raise domestic prices but reduce import prices. It would also increase asset prices in Australia. An inflation-targeting central bank would face what the RBA faced from 2000. Thus, a flexible inflation target and a nominal income growth target would both perform well as long as the shock was clearly understood and enunciated within the inflation-targeting framework.

5. Summary and Implications

The past 25 years of inflation targeting has coincided with an impressive performance of the Australian economy. The flexible inflation-targeting regime followed by the RBA has clearly outperformed the alternative monetary frameworks (fixed exchange rates; a fixed monetary rule; a checklist of intermediate targets) that had been implemented in earlier decades. However, as Australia positions itself as a competitive economy in a rapidly changing global economy, it is worth asking whether there is likely to be a better approach for monetary policy in the future.

There has certainly been a long and rigorous debate that other monetary regimes can outperform inflation targeting in theory. Both flexible inflation targeting and the normal income targeting have appealing characteristics in theory. Flexible inflation targeting has worked well, although it could be argued that this is mostly because of the nature of the shocks in the Australian economy, which have largely been domestic and foreign demand shocks. The key issue is what will be the nature of future shocks hitting the Australian economy. In recent years, productivity shocks have become more important globally. This has seen central banks, including the RBA, become less successful at forecasting inflation and achieving the inflation target. We show in this paper that inflationary expectations appear not to be as well anchored in the Australian economy, as would be expected given the existence of the inflation-targeting framework.

Looking to the future, the importance of supply shocks being driven by climate policy, climate shocks and other productivity shocks generated by technological disruption as well as a structural transformation of the global economy appear likely to be increasingly important. This suggests an important evolution of the monetary framework may be to shift from the current flexible inflation-targeting regime to a more explicit nominal income growth-
targeting framework. The key research questions that need further analysis are: (1) how forecastable is nominal income growth relative to inflation? and (2) what precise definition of nominal income is most appropriate given the ultimate objectives of policy (e.g. nominal GDP, nominal GNP, domestic demand netting out terms of trade shocks – or some other measure that is available at high frequency)? Also, whether the target should be specified in growth rates or levels is an open research question analogous to the choice between inflation targeting and price level targeting.

It would be a mistake to argue that there is no need to change the monetary policy regime because the existing monetary policy regime in Australia has been successful. Monetary regimes have evolved for centuries and when they have changed it has usually been because of a crisis – the collapse of Bretton Woods or the recession that Australia didn’t need to have in 1991. It is better to have a policy regime change in an evolutionary way backed by theoretical and empirical research (as has been the case with flexible inflation targeting in Australia since 1993) than to wait for a breakdown in the existing regime. The difference between inflation targeting over the cycle and a nominal growth target is an incremental move from a less transparent to a more transparent policy rule that has a number of attractive features, particularly under the type of supply side shocks that are likely over coming decades.
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Discussion

1. Stephen Grenville*

If the task is to see what alternatives there are to the current flexible inflation-targeting (FIT) regime, the starting point is to examine what’s gone wrong. In Australia and elsewhere, FIT has served us well in delivering fairly consistent, low inflation in the 1990s and in the first half of the 2000s – Mervyn King’s non-inflationary continuous expansion (NICE), aka ‘the Great Moderation’. FIT shouldn’t take too much of the blame for the global financial crisis (GFC) as this was mainly a failure of prudential supervision. The only charge that could be made against FIT is that it might have made central banks too complacent and a bit blinkered so that they overlooked finance. But FIT did its job as advertised: it delivered price stability.

The period after 2008, however, revealed some deeper concerns. If we are now asking what alternatives there are to FIT, then the focus should be on how such alternatives might better address these newly recognised inadequacies while, at the same time, retaining the well-proven advantages of FIT.

Two problems can be identified – the first more easily addressed than the second.

The first is that the simple and unambiguous policy guidance that FIT provided doesn’t seem simple any longer. We used to think that if we focused just on inflation (or, more precisely, the forecast of inflation), that would be enough to tell us when to raise or lower interest rates. The 2007–08 experience in the United States and Europe has shown that inflation didn’t fall as much as might be expected, given the rise in unemployment. Since 2008, the US experience has demonstrated that some version of ‘full employment’ could be attained (or perhaps even exceeded) without this showing up clearly in wages or inflation. FIT policy guidance depended on the ‘divine coincidence’ of full capacity and inflation and on a fairly clearly defined Phillips curve, and neither seems reliable.1

The second (more serious) problem is that interest rates didn’t work as well as we had hoped in addressing the macro problems of the past decade. There are two aspects of this ‘not working well’ problem. Even with the policy interest rates at historically low levels for a substantial period, the universal experience has been that this didn’t seem to have much effect in stimulating output. Economies usually experience fast recoveries after deep recessions, but the post-2008 recovery was pathetically slow just about everywhere. Pushing harder on the instrument (lower interest rates) ran into the effective lower bound (ELB). The textbook problem of the ELB became a problem in practice.

The second aspect of this ‘not working well’ problem was that the low policy rates did seem to have quite an impact on financial markets – this is not a central part of the FIT mindset
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* Non-resident visiting fellow, Lowy Institute, Sydney. Thanks to Leon Berkelmans for useful discussions.

1 The lower trend trajectory also suggests hysteresis and a disconnect between output and inflation (Blanchard, Cerutti and Summers 2015).
(Borio et al 2018). Lower interest rates stimulated asset prices, which must have helped output to some degree, but at a cost. This cost is just one manifestation of a broader concern. Monetary policy works by distorting short-term interest rates – one of the key prices in financial markets. Specifically, stimulatory policy works by putting the policy interest rate below the neutral (Wicksellian) interest rate, which distorts financial decisions, expectations, budgets, balance sheets and incentives to invest and to save. Asset prices can be the most obvious manifestation, but not the only one. Borrowing is cheaper, so there is a lending boom which entices households into borrowings which may well prove excessive when normality returns. A bubble in asset prices combined with excessive lending may even put financial stability at risk. Zombie companies stay alive with below-normal interest rates. Exchange rates are distorted, leading to accusations of ‘beggar thy neighbour’. Balance sheets of pension and insurance funds are at risk, with their assets no longer matching their long-term liabilities. Self-funded pensioners find their retirement plans in disarray.

In normal circumstances, these distortions are acceptable, even desirable: they are, after all, the channels through which monetary policy operates. But if the policy interest rate is set below the neutral rate by a large margin and for an extended period of time, these distortions provide a less acceptable trade-off. Policymakers are in an uncomfortable bind. Their instrument hasn’t delivered the expected (and desired) effect on the main objective of encouraging activity (and getting inflation back to target), but has had these ongoing detrimental effects on the financial sector and elsewhere. The result is a policy tension. Central banks just about everywhere feel the urge to get their policy rates back to ‘normality’ as quickly as possible. But their FIT target constrains them (and even delivers the opposite policy guidance), and the combination of asset booms and overleveraged borrowers threatens an uncomfortable period when interest rates return to normality.

Having identified these problems, we can now turn to the various suggestions for either alternatives to FIT or additions. Let’s not spend any time on money targets or exchange rate targets. No country is going there, although some developing countries will want to keep one eye on exchange rates because of the volatility of foreign capital flows.

What about the favoured alternative in the paper by Warwick McKibbin and Augustus Panton – targeting nominal income growth instead of inflation? If anyone was using a pure version of inflation targeting rigorously focused just on inflation, the case for this alternative is easy to understand. Gross domestic product (GDP) targeting shows itself to be superior in some contexts, especially in responding to supply shocks. But for a FIT regime that has some ability to take account of output, the question is whether combining both inflation and output together in a single target is superior to being able to look at them separately. (It’s worth noting that the Taylor rule doesn’t usually have the same coefficients on output and inflation.) It is also worth noting that nominal income growth is much more variable than inflation, especially in Australia where export price volatility is important. The variance may well be unbiased, as the paper shows, but when the central bank has to explain its policy changes, big variations in the recent figures will be inconvenient, to say the least. And there

For two different views on ‘distortions’, see Bernanke (2017) and Blanchard (2018).
are the old problems of delays and revisions to data. In short, it seems doubtful that the alternative of GDP targeting would have done any better than FIT, either during the GFC or in the recovery period. At the same time, it would have taken the focus off inflation, thus weakening the expectations-anchoring function.

The post-GFC decade has seen innovations (some proposed, some implemented) to modify and supplement FIT overseas (but not in Australia): quantitative easing; forward guidance; price level targeting; helicopter money; and measures to address the ELB (a higher target or negative interest rates). In addition, there are options that address financial sector stability issues more directly: the ‘lean-or-clean’ debate; and the new panacea of macroprudential policy.

This isn’t the place to evaluate quantitative easing (QE) at length. It might be enough just to note that there is a growing consensus that its effect is specific to the time and circumstance. It was clearly very effective in getting frozen mortgage markets working again, but it looks like the third round of QE in the United States didn’t have much effect. Its use as a signalling device can be done better by other signalling methods. And as for its portfolio effects, analysis seems to neglect the portfolio effect of the banking sector being forced to hold substantial excess reserves. I’m a sceptic on its reliability as a policy instrument. It’s also worth noting that long-term interest rates play a smaller role in countries like Australia, where floating rates are the norm for much borrowing.

I find the usual discussion of forward guidance unhelpful. The FIT system already embodies a very clear and explicit description of how the policymakers will react to unfolding circumstances. If financial markets have a very different view of how output and inflation will develop over time, there might be some point in the central bank striving to make its own forecasts of these two variables more convincing. But if the central bank goes further (‘Odyssean’), and essentially overrides the policy response built into the FIT process (by, for example, setting a specific unemployment target or a commitment not to change the policy rate for a specific period), then this is undermining the beautiful simplicity of the FIT framework.

I put Bernanke’s (2017) idea of setting a temporary price level target when the central bank wants to signal a long period of low policy rates in much the same category – as a substantial override on the well-understood FIT framework. Desperate times might justify desperate responses, but are we that desperate?

We can dismiss helicopter money quickly. It is fiscal policy (funded from the central bank balance sheet), not monetary policy, and should have the same governance procedures which surround fiscal policy. It is not something that the central bank should decide to do on its own initiative. More fiscal expansion (or at least less contractions) certainly would have been a good idea during the feeble recovery in 2011–13, but this was not (and is not) part of the central bank’s remit.

3 For good discussions on these possibilities, see Bernanke (2017), Blanchard and Summers (2017), and Cecchetti and Schoenholtz (2017).
4 This might be what ‘Delphic’ means, where there is no commitment, for example, the US ‘dot-plot’ forecasts or the Reserve Bank of New Zealand policy forecast. See Tarullo (2017) for insights into how Fed Board members view the US forecasts.
5 Both the Bank of England and the Sveriges Riksbank got themselves into trouble with Odyssean promises that they overrode later.
Trying to get more impact out of interest rate movements suggests two policy possibilities: raising the inflation target or breaking through the ELB. Both possibilities are driven by the realisation that countries might begin the next downturn with the policy interest rate still quite low, with limited room to lower it further. It is common to measure this challenge in terms of past peak-to-trough falls in the policy rate (e.g. Cecchetti and Schoenholtz 2017). This seems to me to be the wrong measure – the better measure is how far the policy rate can be shifted below the nominal neutral rate. This is the best measure of the stimulatory power of the policy setting, not how far the policy rate fell over the course of a cycle.

Setting a higher target seems to be giving away a lot, abandoning not only the Greenspan criterion of ‘a rate of inflation which does not affect decisions much’, but also abandoning the painful process that has gone into establishing something around 2 per cent as a sensible number for inflation. Exploring below-zero settings when required may be slightly more acceptable: certainly there is no magic about the ‘zero’ number, as we have all experienced below-zero real rates without the sky falling in. My guess is that it’s quite hard to get far below zero nominal rates: even if you got rid of cash, the financial markets would develop alternative deposits which would be beyond the ability of policy to influence. Negative interest rates don’t seem like a longer-run solution. Paul Samuelson reminded us long ago that there is something abnormal about zero interest long-run borrowing costs: it would be profitable to flatten to Rockies. If the nominal policy rate needs to be at zero (and negative in real terms) for an extended period of time, it would be better to ask what has gone wrong with the economy to require this setting.

But the powerful argument against either of these policies is that the effort to get more room to manoeuvre for the policy instrument is a false objective. The argument made above is that stimulatory policy settings below the neutral rate have a trade-off between benefit and harm, and a substantial and sustained margin can do more harm than good.

Judgements on this depend heavily on what the Wicksellian neutral rate is. A common view (especially in the United States) is that the neutral rate has fallen substantially and permanently (Laubach and Williams 2015). The counterargument is that profits have been quite high since 2008, so if we think of the neutral rate as the marginal product of capital (rather than the rate at which current monetary policy would be neutral), then there would be some hope that we will find the neutral rate hasn’t fallen much. Maybe the risk premium on investment is high for specific and temporary reasons and in time this will revert. If so, the case for this kind of disruptive regime change (especially raising the FIT target) is weak: at the very least we shouldn’t be rushing to change.

One lesson from the experience of the GFC is that the financial sector should have a larger role in policy thinking. This is not an entirely new view. It’s not that financial stability was
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6 This level was chosen as it was close to effective price stability while allowing for unrecorded quality improvements.

7 The tentative experience so far suggests that negative interest rates mainly work through the exchange rate, which some would see as ‘beggar thy neighbour’ policy.

8 The econometric work which comes up with very low (even negative) neutral rates seems to be influenced by the long period of post-2007 abnormally low rates (especially when compared with the high real rates after the Volcker shock).
ignored (as the universality of financial stability reports demonstrates), it’s just that it was intentionally separated from monetary policy and handed over to the prudential supervisors. Even well before 2007, some were trying to link what was happening in the financial sector with monetary policy: running in the background during the FIT regime was a concern about finance, expressed most cogently at the Bank for International Settlements (Borio and Lowe 2002). This was not so much an alternative to FIT, but an additional objective. ‘Lean-or-clean’ was part of the pre-2007 debate, but has had more attention since. It reflects the not very satisfactory role of asset prices and credit in monetary policy. Clearly asset prices are much more volatile than inflation and, if they became a specific target for monetary policy, there would be seriously conflicting policy guidance.

Even if the lean-or-clean debate is unresolved, one policy instrument has emerged from the post-GFC debates, which is both a response to the previous neglect of financial sector stability and a panacea: macroprudential policy. Why is this relevant to the question of alternative monetary targets? Macroprudential policy has the capacity to address not only financial stability issues, but also to reinforce and correct the apparent weakness of the monetary policy instrument. If higher interest rates aren’t reining in excessive demand, then direct limits on borrowing will do the job. If, as I argued above, the GFC was largely caused by prudential failures, this is reason enough to give macroprudential policy a bigger role. Of course, every policy has its caveats and constraints. This is not the place to give chapter and verse on macroprudential policy. I have just two observations. The first is that macroprudential policy is ‘back to the future’: this is what we did before financial deregulation and we abandoned it (or it abandoned us) because of the great ability of the financial sector to evolve in order to evade direct controls. Second is that whatever macroprudential policy might be able to do to support monetary policy and make it more powerful, this benefit won’t exactly correspond with the objective of using macroprudential policy to ensure financial sector stability. During the cyclical upswing when monetary policy might be calling for restraint, bank profits are high and the prudential supervisor has few worries about bank health, so little reason to act. In the downturn, the prudential supervisor is looking for banks to conserve capital by reining in lending, at the very moment when monetary policy would prefer stimulation of the weakening economy. We can only hope for well-coordinated efforts.

How can we draw this wide-ranging discussion together? Monetary policy regimes, like sovereign regimes, don’t change when they are working acceptably well: they change when they fail. So has FIT failed?

For me, the answer is a clear ‘no’. The two great advantages of FIT framework are:

1. it insulates the central bank from political pressure; and
2. it directly anchors inflation expectations.

Success in maintaining these two advantages depends on FIT’s simplicity and clarity: one prime objective and one instrument. To have anything other than inflation as the prime target (e.g. GDP growth) threatens the directness of the anchoring function. Changing the
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9 Hence the persistent effort by Claudio Borio to get these two variables added into the policy guidance regime.
inflation number raises the same issue, now that the 2 per cent-ish target is well established. To add other objectives (a full employment target number; temporary price level) increases the complexity of the policy debate and makes decisions harder to explain simply and thus threatens political support. To use other instruments (e.g. QE) has the same problem of putting the beautiful simplicity of FIT at risk.

Instead of abandoning FIT when it doesn’t seem to be working perfectly, the better answer is to acknowledge that monetary policy is an imperfect and often weak instrument, overwhelmed by ‘headwinds’ such as fiscal austerity or balance sheet constraints. When central banks hit the ELB, they should explain that their policy is still working strongly (the policy rate is below the natural rate), it’s ‘pedal to the metal’ and other policy instruments (notably fiscal policy) should be brought to bear. This is the primary lesson of the feeble post-2008 recovery experience, with the recovery undermined by fiscal austerity.

What about the first problem: the absence of a clearly defined Phillips curve? I said that I regard this as a lesser problem, because I think that what has happened can be well explained in terms of the expectations-augmented Phillips curve combined with flat short-run curves, thanks to the success of FIT. Why should we fret if this is allowing the US economy to operate with low unemployment, perhaps slowly reversing some of the post-2008 labour market hysteresis? The right response is to cautiously explore just how far this can be pushed (keeping a weather eye particularly on output and labour market indices) without triggering an adverse response in price expectations. This might give a larger role to output than in the early versions of inflation targeting, but this greater flexibility is now more feasible, with inflation expectations more firmly anchored than when FIT was new.

Meanwhile, the main challenge for central banks is elsewhere. Before 2007, monetary policy seemed to be largely separable from the finance sector. Financial markets, balance sheets and asset prices, which were in the distant background in the FIT framework, have been brought centre stage by the GFC. Where the prudential supervisor is not the central bank, this raises sensitive territorial issues. Where there is overlap (e.g. in the lean-or-clean debate), this has to be finessed, hopefully with a well-coordinated and collegiate relationship between the central bank and the prudential supervisor.
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10 For a different view on the power of monetary policy, see Romer and Romer (2013).

11 See Blanchard (2017) for a discussion of this.
2. **General Discussion**

Participants initially reflected on why previous monetary policy regimes had changed. In the 1980s, financial evolution meant that there were fundamental shifts in the way that money worked. This meant that central banks couldn’t control their monetary instruments or targets and so the regime had to be abandoned. In Australia, this money-targeting regime was followed by the ‘checklist’ approach, which involved looking at a wide range of variables including the current account. This regime broke down because of a vicious cycle between an increasing current account deficit, rising interest rates and an appreciating exchange rate – which suggested that the regime itself was not completely stable.

Reflecting on this, and others’ experiences, a participant recommended that central banks should avoid switching policy regimes during crises. This is because it is the hardest time to change regime and mistakes are more likely to be made. They stated that the best approach is to try to improve a working regime – to make it more resilient to future shocks – before it comes under stress. In that light, it was noted by a number of participants that, although the existing inflation-targeting regime was reasonably flexible and had improved transparency, it did have some issues. As such, it was appropriate to consider improvements now.

---


One issue raised was that, in the most recent crisis, central banks couldn’t move real interest rates enough because inflation expectations were so firmly anchored by inflation targets. This limited the amount of support that monetary policy could provide to the recovery. Another issue mentioned was that the inflation-targeting central bank community had got into trouble because of false precision. Central banks had fine-tuned interest rates so that their forecasts always hit the numerical target, but this misled the public about the degree of control central banks really had over inflation.

Participants then discussed what other current influences might drive changes to the monetary policy regime. One participant raised potential changes to the payments system as an influence, through the growth of peer-to-peer lending and digital cash. These changes would affect the transmission mechanism of monetary policy and require a change in the operating system of central banks more broadly. Another challenge identified was the low level of interest rates, which might not leave enough breathing room for central banks to respond to serious negative shocks.

Another reason for change that was noted was the rising levels of government debt globally. In order to pay these debts down, either governments will have to raise taxes or inflation will have to be higher to deflate the debt. Because of this, it was suggested that an inflation target is harder to maintain when the debt-to-GDP ratio keeps rising. A participant stated that monetary policy and fiscal policy ultimately have to be consistent. The participant suggested that a nominal income target could be a suitable alternative in those circumstances.

A major part of the discussion centred on nominal income targeting and the challenges central banks would face in implementing it. One participant referred to transcripts in which Janet Yellen had identified significant practical challenges to targeting nominal GDP. One of those challenges was that the measures of actual GDP and potential GDP are subject to revision, while the consumer price index (CPI) is not. The participant noted that there are two possible approaches to dealing with revisions, both with issues. The first is to stick to the nominal GDP target, even if the data is revised. But this may mean that inflation is higher than otherwise, which will be unpopular. The second approach is to make changes to the target when potential GDP changes. But changing the target will erode credibility and hinder the formation and anchoring of expectations. Another participant stated that revisions to nominal GDP are not only large, they are biased – the revisions always seem to be upward as the statisticians find more GDP. The participant questioned whether the central bank would target nominal GDP as first reported, or target whatever nominal GDP would be after it had been revised. One participant noted that the revision issue is deceptive – CPI is not revised because of legal issues on contract indexation rather than because our measurement of it is exact.

Another challenge for nominal income targeting discussed by participants was that nominal GDP is very volatile. A participant relayed their experience that forecasting the level and growth of nominal GDP was much harder than for real GDP. Multiple participants stated that this was because nominal GDP includes terms of trade shocks, which have been quite large for Australia over the phases of the mining boom. One participant suggested that
nominal GDP may be appropriate for other countries, but not for Australia. However, another participant stated that Warwick McKibbin and Augustus Panton’s paper showed that the OECD forecast errors were similar for nominal GDP and CPI. They also suggested that nominal income targeting should have a longer horizon than CPI, perhaps something closer to five years. If this longer horizon were adopted, a set of indicators would need to be developed to see how well the central bank was achieving its target in the short term. This would also address a concern raised about the timeliness of GDP data.

Alternative monetary policy frameworks were also discussed. One participant brought up the idea of targeting nominal wage growth, which was described as comparable to nominal trimmed mean GDP, and robust to supply shocks. Another participant argued that nominal GDP or price level targets were oversold as a means of dealing with the issue of the zero lower bound, and that implementing digital cash would be a better policy for removing the constraint currently posed by the zero lower bound.

The discussion was summarised by one participant: no regime works perfectly and the question of which framework is the best depends on the relative strengths of each regime. Participants called for further research to assess empirically which framework will be more robust to future shocks.
Periodically, public services in Britain are criticised for what is described as a ‘target culture’. The charge is that, because they’re asked by politicians to concentrate on the more prominent and observable objectives of the job, public services can pay too little attention to their less visible requirements, even when those are equally important. If you ask doctors to prioritise a reduction in waiting lists, they might then spend too little time with individual patients. If schools are judged only by exam results, there’s a risk that they ‘teach to the test’ and neglect the broader aspects of education.

What these jobs have in common is that they involve multiple objectives, some of which are more easily measured than others. Many jobs are like this and economists have suggested that this can explain why, in the real world, performance-based pay contracts are much less prevalent than one would expect. In general, and certainly if someone’s performance can be easily verified, it helps to offer incentives of this sort (Fernie and Metcalf 1999; Groves et al 1994). But if oversimplified targets sufficiently distort an employee’s incentives, because they ignore the less verifiable aspects of a job, it can be better simply to pay a flat wage.1

The same analysis can also be used to think about how multiple tasks should be allocated in the first place. In some cases the various aspects of a job are inextricably linked – they can only be done by one person. Those broader parts of a child’s education have to be provided by the same institution – a school – that teaches what’s needed to pass exams. But in other cases, the allocation may be a matter of choice. When it is, it turns out that it makes sense – all else equal – to group the more visible objectives together, in one job, and the less verifiable tasks in another. This limits the risk that one dominates the other.

I think this insight has some bearing on how central banks, whose responsibilities have been expanded since the global financial crisis (GFC), should be organised. Specifically, it’s relevant when deciding whether the newly created ‘macroprudential’ policies should be conducted separately or jointly with monetary policy.

Some have argued that, because there are significant interactions between the two, monetary and macroprudential policy should be housed not just in the same institution, but in the same policymaking committee within the central bank. The distinct Monetary Policy Committee (MPC) and Financial Policy Committee (FPC) should become a single ‘FMPC’.

1 The key reference in the economics literature is Holmstrom and Milgrom (1991).
My purpose today is to put the case for continued separation, albeit within the single Bank of England (BoE). I think the interactions between the two policies are often overstated, particularly in small open economies like the United Kingdom. Domestic interest rates have a smaller effect on financial stability, and financial policy a less significant impact on demand and inflation, than sometimes suggested. And whatever the benefits of formal coordination, a full merger could compromise accountability. The risk is that a single committee would pay too much attention to its more verifiable objectives – the cyclical stabilisation of inflation and growth, currently allocated in the main to the monetary policymaker – and too little to financial stability.

I should say before I start that nothing I say here is very novel. Others, including my predecessor Charlie Bean and the economist Lars Svensson, have made similar points about the interaction of monetary and macroprudential policy (Bean et al 2010; Svensson 2015). I discovered when writing this paper that my former colleague Paul Tucker made very similar arguments regarding accountability back in 2011 (Tucker 2011). FPC external member Donald Kohn (2017) gave a talk on this topic only a few months ago. There is, more generally, a substantial and growing literature on the governance of macroprudential policy and its interaction with monetary policy.

But the case for a merger is still being made – one still hears the argument that the two policymaking committees should be collapsed into one – and, if the arguments against are worthwhile, they probably bear the odd repetition.

Here, at any rate, is the plan for this paper: I’ll begin with a very brief account of the development of macroprudential policy frameworks since the GFC; I’ll then explain why I think interaction with monetary policy, and therefore the gains from formal coordination of the two, are often overstated, particularly in more open economies with floating exchange rates. (One relevant observation here is that some countries had a much worse experience than others during the GFC – the United Kingdom versus Australia is an example – despite having somewhat lower inflation. This suggests that, at least in open economies, financial stability depends much more on prudential policy than on monetary policy.) Hoping you’ll forgive the clumsy word, I’ll then make some remarks about the difference in the ‘measurability’ of the performance of the two policies. There’s a short concluding section at the end.

1. Macroprudential Policy, Monetary Policy and the Limited Costs of Separation

The GFC prompted a radical overhaul of financial regulation. Much of this involved the rules for individual institutions, most obviously minimum levels of capital for banks. In the United Kingdom, banks’ equity is now around 5 per cent of their unweighted assets, around 14½ per cent on a risk-weighted basis. These ratios are many times what they were prior to the GFC (Figure 1).
Recognising the feedback mechanisms that so amplified the severity of the GFC, there were also reforms designed to ensure the stability of the financial system as a whole. Extra capital is now required for institutions judged to be systemically important. Trading in many derivatives has been shifted to central clearing houses, and the associated collateral requirements tightened. And in several countries, new authorities have been created to identify and mitigate system-wide risks, using what is known as macroprudential policy. In the United Kingdom, macroprudential policy is conducted by the FPC, housed within the BoE. Mirroring the set-up for the BoE’s MPC, the FPC’s remit is set by the UK Government but it is operationally independent of the executive and accountable directly to parliament.

There are many instruments that might fall under the heading of macroprudential policy, some of which — quantitative restrictions on lending, for example — have, in one form or another, been around for a long time (Elliott, Feldberg and Lehnert 2013; Goodhart 2015). Others, such as the countercyclical capital buffer, are newer. But a distinctive feature of the policy is that it should be responsive to economic and financial conditions. The primary aim is to ensure that the financial system should be sufficiently robust that it doesn’t act to amplify economic cycles by increasing the supply of credit in good times and curtailing it in bad times. And, if it’s to react in this way, macroprudential policy needs to be flexible over time.
This raises the question of its interaction with monetary policy. In moderating financial risks, macroprudential policy could, in principle, affect activity and inflation, for which the MPC is held responsible. Conversely, if changes in interest rates affect asset prices and credit markets, they may have an impact on financial stability. And, if both policies affect both objectives, how should they then be used? Is it right that official interest rates should be set only with inflation in mind, leaving financial stability to prudential policy alone – or should the burden be shared in some way, in which case decisions might better be set by a single committee or somehow coordinated across the two?

1.1 When policy coordination matters

There are many examples of these issues in the economics literature. While the details are often case specific, there are basically two sets of conditions that tend to favour coordination. One is that there are material cross-policy spillovers: A’s actions have to have a significant effect on B’s objectives (or vice versa). Without these, it makes no difference whether two policies are set jointly or separately.

The other is that the objectives themselves are at odds with each other, or at least sufficiently distinct – and that there are economic events or shocks that can drive a wedge between them. This can create ‘push-me pull-you’ conflicts in which the two policies appear at odds with each other.2,3

In some well-known instances in the economics literature, these policy conflicts are built in from the start. One involves so-called ‘currency wars’. Suppose the world as a whole is in an economic downturn and that the domestic channels of monetary policy are somehow impaired. In that case, an easing in policy works mainly by depressing the domestic exchange rate. This necessarily means stronger exchange rates, and weaker output, in other countries. A more cooperative approach, in which countries with surpluses instead eased fiscal policy and allowed their exchange rates to appreciate, would lead to better outcomes all round. But
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2 The economists Howard Davies and Sushil Wadhwani have both made arguments for a merged committee. Speaking in 2010, Wadhwani put it like this: suppose that we have a house price bubble and the FPC increases capital requirements. This slows the economy and leads the MPC to lower the policy rate. Can we be confident that this does not keep the house price boom going? (Wadhwani 2010).

3 It’s worth emphasising here that the mere fact that policies might move in opposite directions – that at any one time macroprudential policy might (say) be ‘tight’ and monetary policy ‘loose’ – doesn’t in and of itself mean there’s a coordination problem. Facing an economy with low inflation and rapid credit growth, a single policymaker might well choose such a policy setting. It’s generally the case that, as long as there are at least as many objectives as policy instruments, and when there can be independent shocks to those objectives, the policy instruments will occasionally move contrariwise, whatever the arrangements for setting them. For example, the same would be true in an economy with a weak economy but an undesirably high public sector deficit – the right reaction, even for a single decision-maker, could well be to set tight fiscal policy but loose monetary policy (see Kohn (2017) on this point).
that’s hard to achieve when countries act individually, because they don’t take into account the effect of their actions on others.4

I don’t see that, in either respect – whether it’s the frequency of conflicting shocks or the extent of cross-policy spillovers – the situation is as serious for the monetary/macroprudential interaction.

Regarding the first, my guess is that outright conflicts between the two sets of objectives are unlikely to occur that frequently. Indeed, I suspect that, given the sorts of shocks that tend to hit the economy, the two policies will more often be complementary. Conventional aggregate demand shocks would tend to push inflation and credit growth in the same direction. The same goes for independent shocks to the supply of domestic credit: expansions in lending are more likely to occur alongside periods of relatively strong economic growth and rising inflationary pressure than are economic downturns. In that case, and to the extent there really are cross-policy spillovers, the two policies will tend to help rather than hinder each other.

1.2 The UK experience

Broadly speaking, I think this is exactly what’s happened over the past few years. In the United Kingdom one sometimes hears that the historically low interest rates after the GFC have been fuelling ‘unsustainable booms’ in asset prices and in lending. If that’s been true at all over the past couple of decades, it’s a much more accurate description of the pre-GFC economy, when interest rates were significantly higher, than of the years since.

Currently, house prices, equity prices and mortgage lending are all still materially lower, when measured in real terms, than they were a decade ago (Figure 2). In fact, this has been the first ten-year period since the Second World War in which the real stock of mortgage lending has declined in the United Kingdom. So, if there had been a macroprudential authority throughout the past twenty years, its policies would presumably have been a lot tighter in the period before the GFC than after (Meeks 2017). And the same is true of the actual level of UK Bank Rate. Unsurprisingly, given the importance of movements in credit supply in driving the economy, first up and then down, the two instruments would’ve moved in the same direction.

4 Differences in objectives also drive many results concerning fiscal and monetary policy coordination. The literature is significant and diverse. But one strand (e.g. Sargent and Wallace 1981; Leeper 1991; Bianchi and Melosi 2018) examines the implications for monetary policy of an exogenous and unsustainable path for fiscal policy; another (e.g. Dixit and Lambertini 2003) considers the strategic interaction between the two when the monetary authority has more conservative objectives for output and inflation than the fiscal authority. There may, of course, be gains to coordination even if both authorities recognise the same social welfare function but are assigned different parts of it, particularly when commitment is not possible for either, but the most severe problems nonetheless result from explicit disagreements.
That’s not to say there was no tension at all between the two objectives before the GFC. Several commentators have claimed that the financial excesses of the time could have been curbed had domestic interest rates been that much higher. Indeed, the case is still being made, even now that macroprudential tools are available, that interest rates should respond to changes in financial conditions more aggressively than their implications for inflation would warrant.

But going back to the pre-2008 period, how effective would that have been, and at what price in terms of the stability of growth and inflation?

I’m not convinced, in an open economy like the United Kingdom where the financial climate is determined more abroad than at home, that higher interest rates would have helped that much – not, at least, without a materially negative impact on growth and a rate of inflation even further below the MPC’s target (Figure 3).

The tendency for financial cycles to move in common across countries is apparent in data well before 2008 (Rey 2013; Baskaya et al 2017). The GFC itself was certainly global in nature, and what happened to UK banks certainly bears this out. The significant majority of the expansion in the balance sheets of UK banks ahead of the GFC, and of their losses thereafter, involved overseas assets (Figures 4 and 5). Domestic lending, the most sensitive to domestic interest rates, was not the main source of the problem.
**Figure 3: UK Inflation was Relatively Low in the Pre-crisis Period**

![Graph showing UK Inflation](image-url)

**Note:** (a) In December 2003, the Bank of England’s inflation target changed: from 2.5 per cent for the 12-month increase in the RPIX to 2 per cent for the 12-month increase in the CPI.

**Source:** Office for National Statistics

**Figure 4: Pre-crisis Growth in UK Banks Driven by Overseas Assets**

*Per cent of GDP*
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**Sources:** Bank of England; Office for National Statistics
No financial crisis is exactly like another – it is now a cliché to compare them to Tolstoy’s unhappy families – and I’m certainly not suggesting that domestic lending is unimportant or that the risks involved are entirely immune from domestic interest rates. But I do think that the effect is less marked the more financially open an economy is, and that the spillover effect of monetary policy – its impact on financial stability relative to that on inflation – may not be that large. If so, you’d have to pay quite a high price, in terms of output and inflation, for interest rates to be of any material help in containing independent swings in financial risks.

More careful studies bear this out. In 2010, my predecessor Charlie Bean estimated that, even had UK Bank Rate been 100 basis points higher from 2005, this would’ve reduced banks’ balance sheets by only 3 per cent by 2008. The cost would have been 3½ per cent in foregone output and a rate of inflation more than a percentage point further below target.

In a more recent study, Aikman et al (2018) come to similar conclusions. They find not only that monetary policy has relatively weak effects on financial stability, at least in the United Kingdom, but also the converse – that, partly because they’re directed more at mitigating tail risks rather than affecting the most likely path of the economy, macroprudential policies do not have very large effects on demand and inflation.

Figure 6 is a summary of their results when comparing the effects of changes in policy rates and changes in the countercyclical capital buffer (CCyB). The impacts of the two policies on growth and inflation are on the left-hand side.
side, with the effects on measures of financial stability on the right. It’s very clear in this paper, at least, that the comparative advantage of monetary policy is in stabilising growth and inflation with financial stability best left to macroprudential policy.5

![Figure 6: The Impact of Monetary and Macroprudential Tools](image)

So, rather than increasing the burden on monetary policy and depressing inflation still further, what, to my mind, would have helped far more ahead of the GFC was an effective prudential policy – in particular, higher capital requirements for banks. And if that’s more obvious after the event than before, let me offer one other pre-GFC comparison, this one between the United Kingdom and two countries whose experiences of the GFC were far less severe than ours, namely Canada and Australia.

These countries had significantly smaller and less international banking systems than the United Kingdom’s. But policy – and specifically prudential policy – probably mattered too. Even as a share of what turned out to be much less risky assets, Canadian and Australian banks had more loss-absorbing capital (Figure 7), enough to avoid any risk of insolvency. Meanwhile, real short-term interest rates were generally lower than those in the United Kingdom (Figure 8). So monetary policy was if anything looser yet, thanks in part to better prudential policy, the GFC was far less severe.

5 See also Ferrero, Harrison and Nelson 2018.
Figure 7: Canadian and Australian Banks Better Capitalised than UK’s in 2005
2005 and 2006 average

Tangible common equity as a share of total unweighted assets – %

Source: Bush, Guimarães and Stremmel (2015)

Figure 8: Real Short-term Interest Rates Were Generally Lower in Canada and Australia

Sources: Bank of England; Thomson Reuters
2. Some Simple Mitigants

If this is right, the gains from formal coordination might not be that significant. Even a single, ‘joined-up’ committee would generally find itself reaching for macroprudential tools to control financial risk and using interest rates to moderate cyclical swings in demand and inflation.

Shortly, in the next section, I’ll offer a more positive reason to keep some distance between the two policies. Before that, I should point out that, even in instances where there may be gains from policy coordination, there are things you can do within the existing framework.

One involves the appropriate choice of secondary objectives. As I’ve tried to explain, the case for cooperation is stronger the more severe and frequent any conflicts between the respective objectives are. There’s a very general result that puts the same point the other way around: if you give the two committees exactly the same objectives there is no coordination problem. The outcomes are the same whether their policies are set separately or jointly.

To many of you that might seem obvious (less immediately to me, I must confess). And if there’s any reason at all to keep the two functions apart, it would rather defeat the purpose simply to give them the same, overarching remit. If the MPC and FPC were both made responsible for inflation control, stabilising demand and financial stability, that’s a merger by default.

But the result does provide some intuition as to why you can get closer to the full coordination outcome – and in some cases replicate it exactly – by a judicious mapping of the overall objectives across the two committees. If, for example, you thought that some macroprudential measures had important spillover effects on aggregate demand, then you can get closer to the cooperative outcome simply by supplementing the remit of the macroprudential authority with the equivalent secondary objective. You ask the FPC to think not just about financial stability but also to take into account the effects of its policies on economic activity. The spillovers are then internalised and, under some circumstances, you can mimic precisely the full coordination regime. As I say, I do not believe these effects are, in fact, that powerful or, therefore, that the secondary objective will come into play very often. But it’s worth pointing out that the FPC’s remit was expanded in exactly this way when the Committee was put on formal statutory footing in 2012.

I think the set-up in the UK, with both committees living in the same central bank, also allows for more formal coordination in the extreme cases when the need is clear. I’ve explained that the gains are larger the greater the scale of cross-policy spillovers. This is a relative point: what matters is whether A’s policy has a significant impact on B’s objectives compared with B’s own policy. In Figure 6, it’s the fact that the orange bars are much bigger than the dark green on the left-hand side, and conversely on the right, that weakens the case for coordination. But, conceivably at least, there could be instances when this isn’t the case – most obviously if B comes to doubt the effectiveness of its main policy instrument. Suppose, for example, that inflation is much too low but the monetary policymaker believes the zero lower bound on nominal interest rates has reduced the room for further easing. Or maybe the macroprudential authority is concerned that, in the midst of a boom, the financial system might be finding ways round its conventional tools, something that only higher interest rates
could address. In these cases there would be clear gains from a more cooperative approach, in which the burden is more evenly shared.

If only conditionally, this is exactly what was proposed in the MPC’s guidance about interest rates back in 2013. The MPC set out a necessary condition for UK Bank Rate to rise: that unemployment fall below 7 per cent. It also added various ‘knock-outs’ that, if breached, would automatically bring the guidance to an end. One of those involved financial stability: the guidance would become obsolete if, among other things, the FPC judged ‘that the stance of monetary policy poses a significant threat to financial stability that cannot be contained by the substantial range of mitigating [macroprudential] policy actions available …’ (Bank of England 2013, p 7).

So there has already been an episode where one policy committee accepted the possibility, however remote, that it might be asked to take into account the other’s objective. I can see no reason why, if the circumstances warrant it, this shouldn’t happen again.

### 3. The Positive Case for Separation

All I’ve done so far is to make the case that the separation of monetary and macroprudential policies has limited costs on average and that, if and when those costs are ever material, there are other ways, short of full integration, to deal with those situations.

Whether or not my arguments are persuasive, that doesn’t mean there’s no conceivable cost. In the coordination literature, in its various guises, there’s always some price to pay for a separation of powers: it’s inevitable, given the way things are modelled, that the ‘first-best’ answer is that policy tools should be set jointly, taking into account all the collective objectives at once. The only question is how large the costs of decentralised decision-making are and what might be done to mitigate them.

In fact, the more one reads of this stuff, the more puzzling it becomes that policies aren’t more often coordinated. Economics is a positive as well as a normative science. Much of it seeks to explain why things are as they are. And if there’s only upside to policy coordination, why isn’t there much more of it? Why, indeed, isn’t there just one, all-powerful decision-maker in charge of everything?

In the case of international coordination, perhaps the answer is obvious: only countries are wholly sovereign. That hasn’t prevented all sorts of other mechanisms for joint decision-making, whether in trade, defence or environmental policy, to name a few. But, in some areas, there are limits to the extent to which national sovereignty can be compromised and, as the current debates in the euro area illustrate, fiscal policy may be one of them.

When it comes to decisions about fiscal and monetary policy, we know there’s a positive reason for separation. It’s harder for governments to commit to a fixed nominal objective. Because the gains from commitment are significant, it makes sense to delegate monetary policy to an independent body. (Though it happened later than in many other countries, I would argue strongly that its separation from the government – first via the introduction of inflation targeting in 1992 and then thanks to the creation of an operationally independent MPC in 1997 – has led to much improved monetary policy in the United Kingdom.)
I also think there’s an additional justification for separation in many of these cases, and for monetary and macroprudential policies in particular. It’s essentially a matter of accountability.6

I think there’s little doubt that, over any limited period of time, monetary stability is more easily measured than financial stability. The MPC’s primary target is inflation, as measured by the rate of change of the Consumer Prices Index (CPI). We get to see the CPI every month, it’s never revised, and it’s therefore reasonably clear over time whether the target has been reached.

Judging the MPC’s performance is, in reality, a little more complex than this. Policy takes time to work, so it’s inevitable that intervening shocks will prevent inflation from being exactly at the 2 per cent target all the time, even if that were the sole objective of policy. In addition, the MPC’s remit involves a secondary objective, subject to the primary inflation target, to stabilise the real economy. If they occur, the MPC is asked to identify trade-offs between the two. However, when that has happened – for example, following the sharp fall in sterling that accompanied the result of the UK’s European Union membership referendum – I don’t think it’s been insuperably difficult to explain the policy approach. People can then monitor how the economy is performing, relative to our earlier projections. We on the MPC, for our part, can use surveys and market prices to gauge very regularly, in ‘real time’, what’s happening to inflation expectations. Judging the performance of monetary policy isn’t an exact science, but we can, over time, distinguish what works from what doesn’t.

Things are rather different for macroprudential policy. Financial stability is harder to define – there’s no monthly ‘financial stability index’. And, while we know all too well what financial instability looks like and what its costs can be, it’s more difficult to demonstrate a reduction in that risk, simply because serious problems in the financial system aren’t that common to begin with.

One can make the point, albeit with an absurdly extreme example, by imagining that the only thing a sceptical outside observer can see is whether or not there has actually been such a problem. We’re interested in how long it would take, possessing only this information, to conclude that the likelihood of such an event had changed.

The precise answer depends on what one means by ‘conclude’ and how sure the observer is of her prior belief.7 But imagine, for illustration, that after a relatively long period with several such episodes, our observer’s best guess is that the per annum chances of a serious problem in the financial system are 8 per cent – she expects it to happen only once every 12½ years, on average (I’m thinking of something less severe and less infrequent than the ‘once-in-a-century’ financial crisis of 2008).

What she doesn’t know is that, thanks to some beneficial piece of prudential legislation, the likelihood has actually fallen to 4 per cent a year. Figure 9 shows how her estimate of the

---

6 By that I do not mean we necessarily need better oversight of policy. We would all have a sense, I think, of the virtue of the separation of powers as a check on their possible abuse. “[I]n all the subordinate distributions of power, where the constant aim is to divide and arrange the several offices in such a manner as that each may be a check on the other, is how James Madison (1788) put it. That’s not the issue here: a second committee wasn’t created so it could keep an eye on the first and there are plenty of robust mechanisms – our public communications and press conferences and, more formally, the direct accountability to (and regular interrogations by) parliament – that already hold the various parts of the central bank to public account.”

7 The observer updates her distribution over the probability using Bayes’ law. Figure 9 is the mean of that updated distribution as a function of the number of years of data that the agent has observed.
probability is likely to evolve over time. Because these events are rare, this happens only very slowly. Even if she’s not that sure of her initial 8 per cent estimate – the diffuse prior line illustrates the case where the standard deviation around her prior is 2 percentage points – it’s still likely to take more than 100 years for the observer’s central estimate to fall even half way to the truth (i.e. to 6 per cent). If the observer’s wrong but confident (the more certain prior line illustrates the case with a 1 percentage point standard deviation around the initial 8 per cent prior), one would expect it to take well over half a millennium to get to 6 per cent. King John and the barons might have tightened prudential regulation in the Magna Carta and her acknowledgement of its benefits would even now be somewhat grudging.

Figure 9: Learning about Rare Events Takes a Long Time

<table>
<thead>
<tr>
<th>Year</th>
<th>Value of event probability – %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>More certain prior (std dev = 1 ppt)</td>
</tr>
<tr>
<td>100</td>
<td>Diffuse prior (std dev = 2 ppt)</td>
</tr>
</tbody>
</table>

Note: Expected value of event probability (initial prior = 8%, true number = 4%)
Source: Bank of England

This is, as I say, a wholly unrealistic experiment because we get to see far more than the simple occurrence (or non-occurrence) of a financial crisis. Our sceptical observer would presumably be aware of the prudential legislation and, more importantly, its effects on things that relate to financial risk (e.g. asset valuations and banks’ capital ratios). That information would allow a much faster updating of estimated risk than in Figure 9. In the real world, the information set available to the FPC, and by which its performance can be judged, is richer still. Having seen several such events, in many countries, we know quite a bit about what typically precedes them. Stress-testing gives us an extremely useful and powerful way to expand our knowledge about the impacts of ‘tail events’. Armed with the whole array of price and quantity indicators of risk, we – and others – can make informed judgements about the right level of loss-absorbing capital in the banking system and about the appropriateness of more targeted policy tools.
And if it takes time to demonstrate decisively a reduction in system-wide risk, there are some policies whose effects are more immediately obvious. In 2014, responding to concerns about growth in riskier mortgages, the FPC introduced limits on the share of banks’ mortgage lending at high (> 4.5) loan-to-income ratios. Recently, the FPC noted that there’s since been quite a bit of ‘bunching’ in new loans just below this limit. I’m not so sure this is a problem: for my part, I see it mainly as clear and timely evidence that the policy has had an impact.

The point remains, however, that the FPC’s objective is inevitably less precise, and its success less immediately measurable, than that of the MPC. Recalling the results of the analysis I discussed at the start of the paper on the appropriate allocation of tasks, this suggests that there might well be a cost if you asked a single body – an ‘FMPC’ – to meet all these objectives at once. Yes, there could occasionally be instances when policies would be better coordinated (although these are rarer and less grievous than many suppose). But there’s also a risk that a single committee might be incentivised to pay more attention to the more verifiable elements of its remit – the cyclical stability of growth and inflation – than to the less obvious achievement of financial stability.

4. Conclusion

In public debate, politicians often extol the virtues of ‘joined-up’ policymaking. Policies set by one body might affect another’s objectives and people should be aware of such interactions. In some instances, where the interactions are sufficiently strong, it can be desirable to merge the two bodies into one.

But if you try pushing that argument to its logical limit – to ensure we internalise all possible spillovers let’s just have one body determining every aspect of public policy – I think we’d all have misgivings with the outcome. Apart from anything else, the policymaking process would be far too complicated to hold any one bit of it to account and the all-powerful policymaker would naturally tend to focus on the more verifiable tasks. A bit like the man who loses his keys in the park but looks for them under the streetlamp ‘because that’s where the light is’, the attention of policy would be directed to the most observable objectives. Perhaps we collectively fell foul of this trap, in some ways, ahead of the GFC. The risk of a rare event is not an easy thing to judge and, having gone so long without a serious problem in the financial system, our attention was distracted by the more easily monitored task of stabilising the economic cycle. Maybe people were too beguiled by the ‘Great Stability’, if only because data confirming it arrived with such regularity, to notice what was going on within the financial system.

One obvious lesson has been that the stability of inflation is no guarantee of financial stability – hence the (re-)creation of macroprudential policymaking. I think another lesson is that it’s better to grant these powers to a single, accountable body, ring-fenced from the other functions of the central bank.

I don’t want to overstate the case and I’m certainly not suggesting any sort of ‘Chinese wall’ between the two functions. There are clear advantages in having them housed in the same
institution. Many economic issues are relevant for both and, in the BoE, the MPC and FPC regularly receive joint briefings on such matters. Even if the two hands act separately, it is important that the one should know what the other is doing and, in that respect, it helps that some people sit on both committees. And if and when there were a serious coordination challenge – for example, if one body became concerned about its ability to meet its primary objective, without enlisting the assistance of the other – then I think the current system in the United Kingdom would allow that to happen.

Equally, there are also clear advantages in a degree of separation. One – something I haven’t gone into today but which still matters a great deal – concerns specialised skills. The two committees at the BoE profit greatly from having external members steeped in particular experience, whether that’s monetary experts on the MPC or financial experts on the FPC. Another, the topic of this talk, is a matter of accountability and focus. I think there would be risks in asking the central bank to meet a wide range of objectives with no distinctive accounting for the use of its various tools.

Thank you.
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Discussion

1. Sally Auld

Introduction

Good afternoon. Let me begin by thanking the conference organisers for the opportunity to participate in today’s session. I have to admit that when I read in the newspaper earlier this week that the Bank of England’s (BoE’s) Chief Economist had organised for Billy Bragg to come and speak to BoE officials, I was a little worried that Ben’s paper might have taken a radical turn! But, as he notes at the beginning, his paper is sympathetic with the prevailing orthodoxy on the topic, and so our session is defined more by evolution than revolution.

The paper argues the case for the continued separation of monetary and macroeconomic policies. On one level, the case for separation of these powers relies on an assumption that spillover effects are small.

Another argument for separation rests on the quantification of objectives. It’s easy to assess the performance of an inflation-targeting central bank relative to its policy objective, as both the target and the target variable can be easily and credibly observed. Macroprudential objectives, in contrast, are harder to define and harder to measure. The theory around incentive design suggests that it might be optimal to separate jobs relating to easily measured objectives from those that relate to more opaque objectives.

In discussing Ben’s paper, it’s only fair that I state from the outset that I am not an expert in the academic literature on this topic. So I thought I would frame my comments with reference to the local experience, given that the topic is particularly pertinent in both Australia and New Zealand. I want to add a couple of additional arguments to the case for separation, and then will talk a little about what might happen when tension arises between monetary and macroprudential policy objectives.

Some more thoughts on separation of macroeconomic and macroprudential

The first argument for separation that I want to address starts with something called Maslow’s hammer, which states that if you only have a hammer, then every problem looks like a nail. For the topic at hand, this is just saying that interest rates are not necessarily the right tool to deal with financial stability issues. This concept of the right tool for the job was espoused by Ben Bernanke in a speech back in 2002 (Bernanke 2002). Bernanke doesn’t really argue one way or the other for separating responsibility for economic and financial stability objectives; rather, he simply argues that interest rates are not the right tool for dealing with financial stability problems.
I think his argument can be extended in favour of the case for separation. Effectively, it comes down to taking a view on what it is appropriate – or even sensible – for a central bank to do. It goes without saying that central banks pay close attention to financial markets when thinking about the economy’s trajectory and the optimal path of interest rates.

But this is a very different proposition to thinking about whether macroprudential tools should be deployed for dealing with financial stability issues. For a start, this would require the central bank to take a view on the valuation of an asset class, whether it be stocks, houses, or something else. Moreover, it also probably relies on an assumption that the central bank is better, on average, than the market at valuing assets, meaning it can identify a bubble in an asset class before others. In my experience, central bankers generally tend to shy away from such pronouncements, and for good reason.

Central bank officials have sometimes bemoaned the overanalysis of their comments on the economy and outlook for monetary policy. If the market was also trying to second guess the central bank’s view on a particular asset class, then this would probably be highly detrimental to achieving an optimal allocation of capital across asset markets.

If the experience in New Zealand in recent years is any guide, market participants also become unnecessarily obsessed with the trade-off between policies, trying to gauge what any particular tweak to macroprudential policy is worth in terms of interest rates. This seems almost reminiscent of the days of monetary conditions indices.

To be fair, some might argue that the benefits of coordination outweigh potential communication difficulties, especially given that acute financial stability issues are relatively rare. But as Guy Debelle noted in his paper at this conference, the communication demands on central banks have increased over the past decade or so, and so, in light of this, I think there’s a compelling practical case for keeping it simple.

Another benefit of separation derives from the fact that we cannot rely on a stable relationship between macroprudential and monetary policy. Over time, the relationship between these policies and the associated spillover effects will essentially depend on: the extent to which the business and credit cycles are synchronised; structural factors that determine the extent to which lending occurs outside of the regulated sector; and global influences on domestic interest rate and currency settings.

We don’t have to look too far to find examples where inflation has been lower than desired but the credit cycle robust, thanks to a globally induced regime of low rates and a strong currency. One might argue that policymakers in both Australia and New Zealand have found themselves facing this mix of outcomes in recent years. In both jurisdictions, the credit and inflation cycles have de-coupled, allowing the possibility that macroprudential policy and interest rate policy might be in conflict. In such circumstances, monetary policy settings would be aimed at generating above-trend growth, in order to return inflation to target. In contrast, macroprudential settings would be trying to restrain or slow credit growth. Macroprudential policies could therefore potentially thwart the objective of monetary policy, if slower credit growth became a headwind to gross domestic product (GDP) growth.
If so, it might make sense from a communications perspective if the policies were owned by separate entities. It is relatively simple to explain policy actions in terms of the deviation of inflation or output from desired levels. But how does a central bank explain the trade-off between pursuing macroeconomic and macroprudential objectives? In the event that there is tension between the two policies, this might invite questioning of who sets the parameters around the trade-off, and could, in some circumstances, unsettle otherwise well-anchored inflation expectations.

And, at a time when the two objectives were complementary to one another, the distributional impact of using one policy in preference to the other might be quite different. In such circumstances it might be quite uncomfortable for a central bank to defend its actions.

The local experience

Here in Australia, financial stability is now explicitly mentioned in the Statement on the Conduct of Monetary Policy. This is not problematic when monetary policy is set such that it is sympathetic with achieving both macroprudential and macroeconomic objectives. But policymakers should be aware that this is not always the case. As I have alluded to, the current environment is a case in point.

In the short run, good (inflation) target design can help minimise trade-offs. For example, it’s no secret that the inherent flexibility in our inflation-targeting regime has provided policymakers here in Australia with the timely opportunity to focus on financial stability concerns in the last 18 months, particularly as they relate to household balance sheets and the types of mortgage lending.

The Reserve Bank of Australia (RBA) has been quite explicit about this, and has explained that a period in which inflation is a little below target and growth a little below trend is an appropriate cost to wear in order to ameliorate risks around household balance sheets. Were the inflation target less flexible then, arguably, the RBA could have been forced to pursue policy outcomes that exacerbated financial stability issues.

However, it is also important to remember that this flexibility is not infinite – that is, inflation outcomes eventually have to be consistent with the target. After all, one of the stated objectives of the inflation-targeting regime is the anchoring of inflation expectations.

Locally, I don’t think it’s too hard to see how this scenario could become somewhat uncomfortable for policymakers. In Australia at present, macroprudential policy is working effectively to tighten credit to mortgage borrowers – particularly to investors – and has delivered both a slowing in credit growth and house price growth. To be sure, these are desired outcomes.

But to the extent they could also compromise household consumption outcomes over the next little while, and thus see the economy sustain a period of below-trend GDP growth for longer, they might also delay the return to trend growth and target-consistent inflation outcomes. This outcome is acceptable for a while, but not for a long time. As noted above, the inflation target is not infinitely flexible.
A priori, it’s not clear which path policymakers should take in such circumstances. Does the inflation target, by virtue of its importance to the anchoring of inflation expectations, eventually take primacy over macroprudential considerations? Or alternatively, as Ben suggests in his paper, is the body tasked with macroprudential objectives asked to internalise its spillovers (as was the case in the United Kingdom in 2013)?

Clearly the circumstances matter, as does the policy at hand. Some macroprudential policies are potentially complex in their application, and hence their effect on the overall economy is subtle and takes longer to occur. In contrast, policies aimed at restricting growth in a particular type of lending, or to a specific borrower, can be more effective over a shorter time period.

Perhaps the right view is the long view. In the long run, failure to deal with financial stability issues will ultimately mean failure on the inflation target and, potentially, as we have seen in the global economy in the past decade, legitimate fears around the ability of central banks to anchor inflation expectations. In this context, if the cost of dealing with financial stability issues is low (but not too low) inflation, then that’s probably an acceptable price to pay. Again, it might just come down to communication – if a credible central bank can communicate a sense that it knows flexibility in the inflation target isn’t infinite, then it can buy itself a lot of time and minimise the cost of any tension between macroprudential and macroeconomic objectives.

In summary, I think the case for the separation of macroeconomic and macroprudential objectives makes a lot of sense. But even with separation, it’s not clear what happens when the policy objectives are in conflict. Target flexibility, credibility and strong communication all help. In Australia, we are lucky enough to have all three, and hopefully this will be just enough to buy us the time to deliver success on both our macroeconomic and macroprudential objectives.
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2. General Discussion

One of the major topics of the discussion was the accountability of the macroprudential authority. Following Ben Broadbent’s presentation advocating separation of monetary and financial stability powers, a participant asked whether the responsibility for the two policies should be in two different institutions. The discussion covered several points in favour of having both committees remain at the same institution: the ease of coordinating policy, overlapping areas of interests, the ability to have joint briefings and economies of scale in monitoring the same developments. Participants preferred this arrangement to a diffuse
system of multiple agencies looking at various parts of the system, as is the case in the United States. The dedication of a group of people to the issues of financial stability was said to be more important than whether that group of people is within the central bank or outside of it. The separation of powers enhances accountability by giving monetary and macroprudential issues different forums.

One participant questioned why there wasn’t greater demand for some quantitative measures of financial stability. Governments generally provide the target of monetary policy, but no central bank has been given a target or even definition of financial stability. Another participant agreed, preferring a situation where the central bank does not have discretion over the definition of a target or the instrument used to achieve the target. The participant did suggest that practice should create, de facto, a commonly used target and instrument.

This led to some discussion on transparency and communication. A participant noted that these had previously been agreed as two key pillars of an effective inflation-targeting regime, and that they should be similarly important, or even more important, for financial stability policy. Macroprudential policy requires central banks to sustain policy arguments over a longer time and the policy effects may be higher on households – for example, macroprudential policies in the United Kingdom have prevented some people from getting mortgages. Good, clear communication was said to be necessary when explaining why financial stability policy is acting to address a risk that some event may occur in the future, perhaps many years ahead. Participants also commented that the public and the media have more experience and understanding of monetary policy and that may be why macroprudential issues receive less coverage.

The other major topic covered by the discussion was the trade-off between price stability and financial stability. This discussion opened with a question regarding whether the zero lower bound makes this trade-off more acute. The effective lower bound may cause interest rates to be ‘stuck’ at a very low level for an extended period of time, which could make monetary policy very ‘predictable’ and also lead to financial imbalances. There was agreement that the zero lower bound could complicate the task of policy coordination in the case, for example, where inflation was weak, interest rates were low and yet there was very strong credit growth. In such a case, a tightening response by the macroprudential authority may be uncomfortable for the monetary authority. Participants also noted that there is a small range for interest rates, close to the zero lower bound, where the goals of financial stability and monetary stability could be said to be in conflict. In this range, institutions that have a lending book with thin spreads over the bank rate would face depressed earnings and possible insolvency if the policy rate was lowered beyond the effective lower bound.

Participants discussed the implications of this trade-off for the organisation and actions of the monetary and macroprudential authorities. One participant, citing the example from Broadbent’s paper, stated that the conflicts raised are not sufficient reason to merge the two policy committees into one because they can coordinate instead. In 2013, the Bank of England issued formal monetary policy guidance that interest rates would not rise until the unemployment rate fell below a certain level. However, they qualified the guidance by noting
that it would not hold if the macroprudential authority judged that low interest rates posed risks to financial stability that could not be mitigated. Another participant shared the view that the overall policy package implemented in the euro area had counterbalancing effects with respect to bank profitability, and that the implementation of non-standard measures was said to improve the overall macroeconomic outlook for the economy. While negative policy rates were said to reduce net interest income for banks, this was offset by lower loan provisions and the asset purchases program led to a capital gain for banks. These circumstances highlighted that coordination was possible while retaining the benefits of separate bodies discussed earlier.

The discussion also covered the role of money as a unit of account and how the trade-off between price and financial stability might evolve with possible changes to the means of payments. A participant suggested that these changes to payments may result in a currency with a constant real value and that the central bank would not consider adjusting the real value of money to address financial stability. While there was some sympathy for the view that a constant real value of the currency could help people make good decisions, it was noted that this is not so different from a world with a successful inflation-targeting regime. Participants reflected on the period of the classical gold standard, which showed that a relatively stable real value of money is no guarantee of financial stability. One participant stated that financial stability can be better dealt with by other tools and there was little support to use the ‘hard-won’ credibility of monetary policy to adjust domestic credit supply.

Lastly, the point was made that the role of fiscal policy and the fiscal position of the government should play a larger role in the debate regarding financial stability policy. This reflects the recent experience when financial stability policy actions relied on the balance sheet of the public sector in the form of quantitative easing and government bailouts of banks. Participants agreed that the three-way interaction between fiscal policy, monetary policy and macroprudential policy could be rather complicated but that research tends to show that commitment and the separation of policy assignments can assist operationally.
1. Introduction

During the 1980s and 1990s, economists reached a broad consensus about the rationale for central bank independence. Generally speaking, that consensus emphasised the role of statutory provisions to insulate monetary policymaking from fiscal pressures and from political interference aimed at short-term electoral outcomes. Such provisions included various aspects of the central bank’s governance (e.g. staggered terms of office), clarification of the monetary policy objectives in its legal mandate, and removal of constraints on its ability to adjust its policy instruments in order to achieve those objectives.

In the light of subsequent experience, however, it has become increasingly evident that the institutional design of monetary policymaking needs to be revisited.

- **Statutory provisions are not sufficient to protect the central bank from political interference aimed at short-term electoral outcomes.** One obvious pitfall is that such statutes can be weakened or removed by subsequent governments. In the absence of mechanisms for the orderly involvement of elected officials in periodic strategic choices, politicians may opt for disruptive legal changes or seek to exert pressure via informal channels. Better governance mechanisms can help alleviate such risks, but ultimately the operational independence of the central bank can only be sustained over time by fostering broad public support for its mission.

- **The objectives of monetary policy need to be transparent but cannot be adequately encapsulated and enshrined in a static legal mandate.** Analytical studies have often represented the monetary policy committee’s (MPC’s) goals in terms of a quadratic loss function, but such a formulation assumes that the optimal monetary policy is completely invariant to uncertainty about the economic outlook. By contrast, the experience of the past decade has underscored the importance of risk management in determining the appropriate policy strategy.

- **Expert judgement is required at all levels of the monetary policy process.** There is evidently no single ‘correct’ model or analytical approach for setting the course of monetary policy. Thus, the role of judgemental input is not merely a matter of using anecdotal information...
to gauge current economic and financial conditions. Rather, good judgement is essential in characterising the dynamic behaviour of the economy, identifying material risks to the economic outlook, and formulating contingency plans to address such risks.

- **Excessive insularity and groupthink can hinder the effectiveness of monetary policymaking.** Risk management necessarily involves questioning standard assumptions and encouraging outside-the-box thinking. Thus, even a committee of experts can be susceptible to groupthink if its members have similar educational and professional backgrounds and hence naturally tend to share a common perspective. Groupthink can also emerge from a policy process that emphasises consensus rather than individual accountability.

In this paper, we formulate a set of robust design principles for MPCs, that is, the decision-making body within the central bank that is responsible for setting the course of monetary policy. This set of principles is intended to strengthen the MPC’s transparency and accountability while mitigating the risk of severe policy errors resulting from political interference or groupthink. Thus, these principles encompass the MPC’s governance as well as the procedures for determining its policy strategy.

The governance principles can be summarised as follows. The MPC should be a fully public institution. Its size and voting procedures should foster genuine engagement and diminish the influence of any single member. Each member should serve a staggered non-renewable term that lasts longer than the political cycle. The procedures for selecting MPC members should foster a diverse set of perspectives and forms of expertise. Each member should be individually accountable to elected officials and the public. And the MPC should undergo periodic external reviews of its strategy, procedures and operations.

The procedures for determining the MPC’s policy strategy should facilitate its democratic legitimacy and accountability while protecting the MPC’s operational independence. Therefore, this determination should involve a multilayered approach as follows:¹

1. The MPC’s legal mandate should establish its goals and authority in fairly broad terms, so that this statute can remain in place over a time frame of multiple decades.
2. The law should require the MPC to specify its targets and instruments in a policy framework document that is approved or endorsed by elected officials, and this framework should be revisited regularly every five years.
3. Given those targets and instruments, the MPC should formulate a systematic and transparent strategy that guides its policy decisions, and the MPC should reconsider its strategy on an annual basis.
4. The MPC should publish regular reports explaining its specific policy decisions in terms of its framework and strategy; these reports should also convey the diversity of views of MPC members.

¹ In terms more familiar to academic macroeconomists, the overarching objective function should be determined in layer 1; selection of the policy framework in layer 2; selection of a policy reaction function in layer 3; and tactical choices on instrument settings in layer 4.
Over the past couple of decades, academics and government officials have collaborated with the World Bank to produce a ‘body of knowledge’ about the institutional design of regulatory agencies overseeing utilities in the energy, transportation and telecommunications sectors. That work has emphasised the importance of operational independence and accountability, thereby ensuring that the regulator promotes the general welfare rather than catering to politicians or special interests. Moreover, a recurring theme is the crucial role of legitimacy because an agency’s operational independence rests on sustaining public confidence in the integrity and effectiveness of its decisions.

While the practical challenges of monetary policymaking are distinct from those of utility regulation, many of the underlying institutional issues are remarkably similar. For example, electricity producers and end users make forward-looking decisions that hinge on the rate structure and its expected path. Hence the regulatory framework needs to be systematic and transparent. Moreover, a given rate structure cannot be set in stone because regulators face substantial uncertainty about technical innovation and other structural factors that may warrant adjustments to the regulatory framework.

As emphasised by Tucker (2018), issues of public legitimacy and operational independence are also crucial for the design of financial regulatory agencies. Indeed, the onset of the global financial crisis (GFC) underscored the complex and subtle linkages between monetary policy and financial stability. Many central banks now have responsibility for monitoring the financial system and identifying emerging risks, and some central banks have direct oversight of commercial banks and other systemically important financial institutions. However, a detailed consideration of such arrangements is beyond the scope of our analysis.

The remainder of this paper is organised as follows. Section 2 considers the key pitfalls that can induce severe monetary policy errors. Section 3 identifies design principles for governance and transparency. Section 4 concludes.

2. Basic Risks

Unlike stylised academic models, the actual conduct of monetary policymaking inevitably involves some degree of judgement – at least in economies where the foreign exchange value of the currency is not permanently fixed. In effect, such judgements may be open to question in ‘real time’ (at the time when a given decision is made) and often remain so for many years afterwards. The quality of such judgements can certainly be enhanced through quantitative research and conjunctural analysis. But the future remains unknowable, and the dynamics shaping lingering responses to past events remain extraordinarily complex. Predicting future paths will likely always confront pervasive uncertainty; policy choices will rarely be black or white in nature. The crucial task in designing an effective governance structure is thus to mitigate the risk of severe policy errors.

Effective monetary policymaking cannot be achieved through the mechanical application of fixed rules; rather, careful judgement is an intrinsic necessity. Against that background,
the experiences of many central banks over recent decades highlight two basic types of risk exposure in monetary policymaking: (1) electoral politics are allowed to affect tactical monetary policy decisions, and (2) excessive insularity and groupthink fosters complacency about tacit assumptions, lack of attention to material risks, and failure to prepare contingency plans for adverse scenarios. A comprehensive historical and global review of such experiences is beyond the scope of this paper. Our analysis here focuses on selected case studies that illustrate salient characteristics of these pitfalls.

2.1 Political interference

The collapse of the Bretton Woods system was associated with burgeoning inflation in many advanced and emerging market economies. Monetisation of fiscal deficits was not a significant impetus for most of those episodes. Analytical misconceptions of the causes of inflation certainly contributed to these inflation outcomes (Meltzer 2010a, 2010b; DiCecio and Nelson 2013). The truly endemic problem was short-term political pressures, which induced excessively accommodative monetary policies, especially in the lead-up to elections, and kept policy from tightening enough to avoid or reverse the inflationary consequences of earlier mistakes.

Over subsequent decades, many countries around the globe succeeded in fostering low and stable inflation. However, it is essential to recognise that legislative reforms were neither necessary nor sufficient for achieving that outcome. Rather, the fundamental challenge is to develop and sustain the transparency and legitimacy of the monetary policy framework, because those characteristics can effectively curtail politicians’ ability to interfere with the monetary policymaking process. To illustrate these points, we consider two specific case studies: the roots of the US Great Inflation of 1965–79, and the Venezuelan banking crisis of 1994.

2.1.1 The roots of the US Great Inflation

The Federal Reserve System was established in 1913 but its governance structure was overhauled during the Great Depression in the mid 1930s. In particular, the Banking Act of 1933 established the Federal Open Market Committee (FOMC) as the monetary policymaking body. The voting members of the FOMC include the seven members of the Board of Governors, the president of the Federal Reserve Bank of New York, and four of the presidents from the other eleven regional Federal Reserve Banks who cast votes on a rotating basis.

From a legal standpoint, the FOMC’s structure might have seemed sufficient to insulate its policy decisions from political interference. After all, the members of the Board of Governors – who are nominated by the US President and confirmed by the Senate – have staggered 14-year terms of office and can only be removed by the US President ‘for cause’ (e.g. serious misconduct or malfeasance). Moreover, the president of each regional Federal Reserve Bank is appointed by its board of directors and can only be removed ‘for cause’ by the Board of Governors, but not by the US President or Congress.
Nonetheless, the FOMC remained subservient to the executive branch for nearly two decades. That relationship finally changed in 1951, when the Federal Reserve and the Treasury Department issued a joint accord that distinguished the responsibilities of monetary policy and debt management, and enunciated a commitment to ‘minimize monetization of the public debt’ (Treasury and FOMC 1951). In effect, the FOMC acquired a large degree of operational independence without the enactment of any legislation at all. Over the subsequent decade and a half, the Federal Reserve was remarkably successful in fostering price stability (Romer and Romer 2002; Meltzer 2010a). As shown in Figure 1, actual inflation exhibited significant fluctuations but inflation expectations remained relatively stable until the mid 1960s.

**Figure 1: US Consumer Price Inflation**

Political interference in FOMC decisions re-emerged during the mid-to-late 1960s and 1970s (Mayer 1999; Meltzer 2010a, 2010b; Levin and Taylor 2013). One stark example is the occasion in which President Johnson took Federal Reserve Chair Martin ‘out to the woodshed’ in 1965 following a hike in the Federal Reserve’s discount rate. Transcripts of President Nixon’s office recordings revealed the behind-the-scenes pressures faced by Chairman Burns in the early 1970s. Federal Reserve officials were also subject to intense political pressures during the early years of the Carter Administration. Consequently, inflation expectations drifted upwards along with actual inflation, indicating that forecasters no longer anticipated that upswings in actual inflation would be purely transitory. By the late 1970s, inflation reached double-digit levels and became known as the Great Inflation (Bordo and Orphanides 2013).

3 During World War II, the Federal Reserve held the short-term Treasury bill rate close to zero and capped the yield on long-term Treasury bonds. After the war ended, the Truman Administration pushed the FOMC to keep providing the Treasury with cheap financing that induced recurring bouts of double-digit inflation (Romero 2013).
At the end of the 1970s, the FOMC finally acted to bring inflation down to low single digits, and since then the conduct of US monetary policy has remained fairly well insulated from political pressures. Several distinct factors are responsible for that outcome: (1) legislative reforms enacted in 1977–78 strengthened the Federal Reserve’s transparency and accountability and required presidential appointees for Federal Reserve chair and vice-chair to be confirmed by the US Senate; (2) President Reagan consistently supported the Fed’s operational independence, and subsequent administrations have generally refrained from commenting on specific FOMC decisions; (3) during the 1970s, the US public became acutely aware of the costs of elevated inflation as well as the macroeconomic instability induced by stop-start monetary policies.

Over subsequent decades, the public became increasingly cognisant that the Federal Reserve is an independent agency, not a cabinet office reporting to the President.

### 2.1.2 The Venezuelan banking crisis of 1994

In the wake of the US Great Inflation, as well as inflationary episodes in numerous other economies, a burgeoning number of studies analysed and documented the merits of insulating monetary policy from short-term political pressures.

In light of that research, central bank independence became a key element of the so-called ‘Washington Consensus’ advocated by the International Monetary Fund (IMF) and other organisations during the late 1980s and early 1990s (Williamson 1990). Soon thereafter, however, events in Venezuela demonstrated that legislation alone cannot insulate monetary policymakers from political interference.

In late 1992, the government of Venezuela granted statutory independence to the central bank in a reform bill that was seen as a paragon of the Washington Consensus. Under that legislation, the central bank would be governed by board members serving staggered six-year terms who could only be dismissed for grave malfeasance. The central bank was prohibited from lending directly to the government and could only transfer net realised gains. Its board was given full control of its own budget and the central bank would publish semi-annual reports explaining its monetary policy decisions.

However, these reforms were enacted in the midst of severe political turmoil, including mass riots and repeated coup attempts. During 1993, the incumbent president was impeached on corruption charges and removed from office, and the next presidential administration was elected on a platform that promised a rapid return to populist policies. If the Venezuelan economy had remained quiescent, perhaps the central bank might still have been able to retain its operational independence. But in January 1994, a major commercial bank ran out of funds and triggered a fully-fledged banking crisis.

---


5 As noted by de Krivoy (2000), one of the seven members of the central bank board was designated as representing the government, but all board members were prohibited from engaging in political activities.

6 In 1989, Carlos Andrés Pérez was elected president on a populist platform but quickly reversed course and accepted an IMF assistance package that included sharp price increases for gasoline and public transport, which in turn generated an intense public backlash. A similar case of abrupt policy reversal can be seen in the 2015 film *Our Brand Is Crisis*. 
The central bank had no role in supervision or regulation and hence could not be blamed for the crisis, but it faced intense pressures to monetise the bank bailout. In particular, the central bank extended large amounts of short-term funding to the deposit insurance agency (equivalent to about 4 per cent of Venezuelan gross domestic product (GDP)). That financing was extended on the understanding that the fiscal authorities would refinance those funds in the open market, thereby enabling the central bank to restore its balance sheet and resume its focus on fostering price stability (de Krivoy 2000, pp 137–144). By spring 1994, however, the administration indicated that it expected the central bank to cover the full costs of the banking crisis by drawing down its foreign exchange reserves and expanding the monetary base. Consequently, the central bank chief and two other board members resigned from office and were replaced by officials who were willing to carry out the administration’s new policies.

2.2 Groupthink

Many decades ago sociologists identified ‘groupthink’ as a key form of organisational dysfunction. In particular, groupthink is characterised by excessive insularity and consensus-oriented decisions that foster complacency and leave an organisation susceptible to catastrophic failure. This phenomenon has been studied extensively by political scientists and business management analysts but has been largely ignored in monetary economics and central banking, apart from the path-breaking study of Sibert (2006).

Prior to the GFC, the dearth of concerns about groupthink among monetary economists likely stemmed from a widespread perception of monetary policymaking as an essentially objective technical task that could be carried out by experts using state-of-the-art analytical tools (Mishkin 2007; Blanchard 2008). By the 1990s and early 2000s, it had become fairly standard for monetary policy decisions to be made by a committee, but that arrangement was mostly viewed as a means of aggregating diverse sources of information about the current state of the economy. There was a broad consensus about the monetary transmission mechanism, as embedded in dynamic stochastic general equilibrium (DSGE) models. And adjustments to the stance of policy were generally framed in terms of the inflation outlook over the medium run: that is, ‘flexible inflation targeting’.

In retrospect, however, it is evident that groupthink was a pervasive problem in monetary policymaking as well as in financial supervision and regulation during the run-up to the GFC. For example, in a retrospective evaluation of the IMF performance, its Independent Evaluation Office stated that, ‘The IMF’s ability to correctly identify the mounting risks was hindered by a high degree of groupthink, intellectual capture, a general mindset that a major financial crisis in large advanced economies was unlikely, and inadequate analytical approaches’ (IMF Independent Evaluation Office 2011, p 1). In the remainder of this section, we highlight some generic elements of the prevailing groupthink and then consider case studies of decision-making during 2007–08 at the FOMC and at the Bank of England.

For a vivid recounting of that impasse, see de Krivoy (2000, pp 148–152).

See also Buiter (2007, pp 76–80) and Warsh (2016).
2.2.1 Generic elements

Analytical tools. In conducting macroeconometric analysis and forecasting, central banks predominantly relied on linear methods using DSGE models and vector autoregressions (VARs). For example, even though the generic structure of a DSGE model is nonlinear, the standard methodology utilised log-linear approximations around the model’s deterministic steady state. Those methods were quite effective in encapsulating the typical macroeconomic dynamics of the ‘Great Moderation’ era – modest economic disturbances and fairly rapid mean reversion – but proved completely inadequate for assessing nonlinear feedback loops that transpire rapidly during the onset of a crisis.

Core assumptions. A widely held tenet among academic economists and monetary policymakers was that macroeconomic analysis could be de-linked from the analysis of credit markets and institutions. There were a few notable exceptions, including the seminal work of Bernanke, Gertler and Gilchrist (1999) and Christiano, Motto and Rostagno (2003). Moreover, BIS officials repeatedly drew attention to empirical evidence regarding the links between credit and macroeconomic boom-bust cycles (Borio and Lowe 2002; Borio and Drehmann 2009; Drehmann, Borio and Tsatsaronis 2011). But such linkages remained largely absent from the workhorse models of central banks as well as the discussions of most MPCs.

Uncertainty and risks. Prior to the GFC, the mainstream approach in monetary economics characterised the central bank’s goals in terms of a quadratic objective function, usually specified in terms of output gaps and inflation gaps (Clarida, Gali and Gertler 1999; Woodford 2003). This formulation, in conjunction with linear macroeconomic dynamics and additive disturbances, implied that the optimal monetary policy could be expressed as a linear targeting rule with the property of certainty equivalence: policy could be formulated based solely on the modal outlook without reference to the balance of risks. In practice, many inflation-targeting central banks regularly published fan charts to convey the uncertainty surrounding their benchmark outlook but paid little attention to identifying any specific material risks to that outlook.

Central bank culture. Some former central bankers have occasionally suggested that no-one could have possibly foreseen the onset of the GFC. Nonetheless, as Shiller (2008) noted in an incisive commentary, numerous warnings were indeed raised well in advance of the crisis but were largely ignored by policymakers. For example, in the second edition of his book on irrational exuberance, Shiller (2005) clearly stated that a catastrophic collapse of the housing boom could induce a worldwide recession. Similarly, in a presentation at a major central banking conference, Rajan (2005) flagged the dangers of growing financial imbalances but was harshly criticised by other attendees (see Lahart (2009)). Unfortunately, such reactions were symptomatic of an excessively insular and complacent central banking culture.

2.2.2 Case Study #1: The September 2008 FOMC meeting

From September 2007 to April 2008, the FOMC slashed the target federal funds rate by a total of 3 percentage points to a level that was still a percentage point higher than the trough reached in the previous (and relatively mild) recession a half-decade earlier. At its
meeting in mid June 2008, the FOMC decided to retain that policy setting, stating that the downside risks to economic growth had diminished and that upside risks to the inflation outlook had increased. At the subsequent meeting in early August, the FOMC stated that, ‘Although downside risks to growth remain, the upside risks to inflation are also of significant concern to the Committee’ (FOMC 2008a).

The next FOMC meeting was held on 16 September 2008, just one day after the failure of Lehman Brothers. Lehman Brothers was the fourth largest US investment bank and key counterparty to a huge array of outstanding financial transactions. At that juncture, one might reasonably have expected the FOMC to take decisive action while issuing a sober but reassuring press release. But in fact the FOMC took no action at all, and its statement was very sanguine, noting that financial strains had ‘increased significantly’ and that ‘tight credit conditions, the ongoing housing contraction, and some slowing in export growth are likely to weigh on economic growth over the next few quarters’, concluding that ‘the downside risks to growth and the upside risks to inflation are both of significant concern to the Committee’ (FOMC 2008b). Perhaps most remarkably, this was a unanimous FOMC decision, with a recorded vote of 10 ayes and 0 dissents.

Of course, a public display of unanimity may simply serve as a veneer in instances where the actual debate behind closed doors was highly contentious. In this case, that notion is utterly dispelled by the FOMC meeting transcripts, which are regularly released to the public after a five-year time lag.

The discussion at this particular FOMC meeting was calm, relaxed and light-hearted, with 22 outbursts of laughter that were specifically noted in the transcript (FOMC 2008c). Although the National Bureau of Economic Research subsequently determined that the downturn in US economic activity began in December 2007, the participants at the September 2008 FOMC meeting never referred to the possibility of a ‘downturn’ and the words ‘contraction’ and ‘recession’ were only used a couple of times in reference to credit aggregates. The lone exception was Chairman Bernanke, who refrained from expressing his own views until the end of the discussion and then noted the likelihood that a mild recession was already underway.

Moreover, the views of FOMC participants were broadly in line with the analysis provided by the staff. The staff outlook – referred to as the Greenbook – had been circulated a few days earlier. The chief domestic economist provided an update at the FOMC meeting and characterised the macroeconomic outlook as follows:

... certainly the story behind our forecast is very similar to the one that we had last time, which is that we’re still expecting a very gradual pickup in GDP growth over the next year and a little more rapid pickup in 2010 (FOMC 2008c, p 20).

Further insight into the staff outlook can be garnered from the Tealbook itself, which is also released to the public after a five-year lag. In particular, Figure 2 reproduces the unemployment outlook that was presented in the September 2008 outlook compared with the actual trajectory of the unemployment rate.
Figure 2: The Evolution of the US Unemployment Rate

While the Federal Reserve Board (FRB) staff benchmark outlook was constructed via a judgemental process, the FRB/US model was used to quantify the degree of forecast uncertainty and to simulate alternative scenarios. The basic specification of the FRB/US model is broadly similar to the DSGE models in use at many other central banks, and its dynamic properties are quite close to those of a VAR fitted to recent decades of US macroeconomic data.10

The left panel of the figure reproduces the fan chart and alternative scenarios for the US unemployment rate that were shown in the September 2008 Greenbook. The shaded areas denote the 70 and 95 per cent confidence intervals for the benchmark forecast; these confidence intervals were obtained via stochastic simulations using shocks drawn from the estimated distribution of model residuals from 1987 to 2007 (the Great Moderation era). Given the approximate linearity of the model and symmetry of the shocks, these confidence bands imply a very low probability (odds of roughly 50:1) that the unemployment rate would exceed 7 per cent at the end of 2009. The six alternative scenarios illustrated various sources of risks to the outlook, including benign developments (such as a financial rebound) as well as adverse developments (such as persistent headwinds or a typical recession).

Nonetheless, as shown in the right panel, this analysis was grossly deficient in gauging the true magnitude of risks to the US economic outlook. The generic elements noted above are evident in this deficiency:

1. The dynamics of the FRB/US model are essentially linear and cannot capture adverse feedback loops.

2. FRB/US does not explicitly model the banking sector or credit market frictions, which are assumed to be purely exogenous.

3. The confidence bands were generated under sanguine assumptions about the distribution of shocks.

4. The set of alternative scenarios was routinely determined in order to illustrate a range of macroeconomic outcomes that would be broadly consistent with the model-based confidence intervals.

2.2.3 Case Study #2: Voting patterns at the Bank of England in 2007–08

Of course, the Federal Reserve was not the only central bank that was hindered by groupthink during the period leading up to the GFC. For example, this pitfall was also apparent at the Bank of England (BoE). Such an outcome might seem rather surprising, because the design of the BoE’s MPC – which had been created just a decade earlier – was specifically intended to foster diverse views and individual accountability. Each policy decision was determined by a simple majority vote, and the tally was recorded in the meeting minutes that were published shortly thereafter. The MPC comprised five ‘internal’ members (the governor, two deputy governors, and two other senior BoE officials) and four ‘external’ members who were not full-time employees of the BoE. All MPC members were accountable for explaining their individual views to the BoE’s oversight body, whose title (‘Court of Directors’) reflected its historical roots in the era when the BoE had been a government-chartered private institution.

During late 2007 and early 2008, the MPC remained sanguine about domestic and international economic developments. As noted above, the FOMC had slashed the target federal funds rate by 3 percentage points over that timeframe, whereas the MPC cut its policy rate by a modest 0.75 points. Through the spring and summer of 2008, the MPC’s predominant concern was the upside risks to inflation. In fact, one member even cast consecutive votes in favour of rate hikes.

Nonetheless, one lone member of the MPC, David Blanchflower, was a consistent advocate for more aggressive monetary easing, which is evident in Figure 3. His remarks to the Royal Society in April 2008 proved remarkably prescient:

For some time now I have been gloomy about prospects in the United States, which now seems clearly to be in recession

... Developments in the UK are starting to look eerily similar ...

... My biggest concern right now is that the credit crisis will trigger a rapid downward spiral in activity. Now it is time to get ahead of the curve (Blanchflower 2008, pp 16, 21, 23).
Figure 3: Voting Patterns at the Bank of England’s MPC Meetings

Blanchflower’s remarks were not mere handwaving: he was a highly distinguished empirical economist, and the comprehensive details of his analysis were issued in a companion paper. The speech itself was published soon thereafter in the BoE’s quarterly bulletin. Unfortunately, his analysis was never discussed internally by the BoE’s Court of Directors, and none of the other MPC members made any public comments endorsing or refuting it (Pilkington 2008; Papdopoullos 2015).

The MPC took no further policy actions until December quarter 2008, when the financial crisis had become truly global and utterly catastrophic. The MPC finally agreed to reduce the policy rate by 0.5 per cent in October and by a further 1.5 per cent in November, thereby slashing the policy rate to its lowest level since the mid 1950s.

Parliament’s Treasury Select Committee subsequently investigated the MPC’s decision-making processes during the lead-up to the financial crisis, and the Committee chair concluded that ‘The Bank appears to have been a very hierarchical organisation, with clear signs of “groupthink” among its leadership’ (as quoted in Papadopoullos (2015)). In particular, all of the generic factors noted in Section 2.2.1 were evidently at work in fostering the prevailing degree of groupthink at the BoE:

- The staff’s macroeconomic analysis was conducted using BEQM, a log-linearised macroeconometric model that was essentially similar to the FRB/US model and to the DSGE models in use at many other central banks.
• The BoE’s economic outlook and policy decisions were strongly influenced by the core assumption that macroeconomic analysis could be conducted without referring to commercial banks or credit markets.

• The forecasting process was largely focused on refining the details of the benchmark outlook, while uncertainty was conveyed by fan charts that were generated by stochastic simulations of BEQM using the estimated disturbances from the Great Moderation era.

• The culture of the BoE’s staff was highly conservative and hierarchical, with no tolerance for questioning of conventional wisdom or outside-the-box thinking.11

Beyond those generic patterns, it became clear that the extent of groupthink was magnified by specific shortcomings in the BoE’s governance:

• The MPC’s structure was intended to foster diversity of views, but, in fact, its decision-making process remained highly autocratic. One of the deputy governors, Sir John Gieve, stated that ‘it is a monarchy and always has been – sometimes constitutional, other times autocratic’. Kate Barker, who served as an external member from 2001 to 2010, subsequently indicated that ‘My overriding feeling was how old-fashioned and hierarchical the Bank was’. A former head of division noted, ‘If the governor has the inclination, he can decide anything’.12 Blanchflower (2012) gave an essentially similar but more colourful characterisation, stating that the governor ‘controlled the Bank with an iron fist, slaying any dissenters in his path’.

• The Court of Directors was intended to oversee the BoE’s strategic direction and processes, but in practice its role was constrained by lack of information, formality, and deference to the governor’s views. Indeed, Sir John Gieve acknowledged that ‘Court was largely out of the loop’ (Giles 2012) and the chair of the parliamentary committee stated, ‘The Court was almost entirely reactive: there is hardly any sign of its non-executives coming forward with suggestions or constructive challenges to the assumptions of the executive’ (Giles 2015).

• Parliament’s oversight of the BoE was deficient for similar reasons. Rachel Lomax, deputy governor between 2003 and 2008, subsequently emphasised that ‘... the Select Committee should expect to hear from the deputies as well as the governor, and if there are differences of view, they should be aired, even though the governor will normally have the last word’ (as quoted in Giles (2012)).

3. Robust Design Principles

Taking lessons learned from these case studies, we have formulated a set of design principles for MPCs to strengthen their governance and transparency.

11 As reported by Giles (2012), one former BoE official stated that ‘As a member of staff, there is no incentive to rock the boat’ and another indicated that ‘Within the Bank of England hierarchy, the staff dance to the governor’s tune’.

12 All three quotations are taken from Giles (2012).
3.1 Governance principles

**Principle #1: The MPC should be a fully public institution whose members are accountable to elected officials and the general public.**

Among the other advanced economies, the Sveriges Riksbank is the oldest central bank and has been fully public since its inception in 1768. The Bank of England was originally chartered as a private corporation but became public in 1946. The Bank of Canada was established in 1934 as a private corporation but was converted into a public institution just a few years later. The Bank of Japan has outstanding shares of stock, but a majority of those shares are held by the national government and private shareholders have no role in its governance. Likewise, a majority of the outstanding shares of the Swiss National Bank are held by Swiss public institutions.

The European Central Bank has been a public institution since its inception in the 1990s, and 16 of the 19 national central banks (NCBs) in the euro area are fully public. (The most recent ownership transition occurred at the Oesterreichische Nationalbank, which became a public institution in 2010.) The National Bank of Belgium has outstanding shares but a majority are held by public institutions. Thus, the central banks of Greece and Italy are now the only remaining NCBs that are majority-owned by private shareholders.

In nearly all of the emerging market economies, the central bank is a fully public institution. The two exceptions are the Central Bank of the Republic of Turkey and the South African Reserve Bank. In both cases, private shareholders have no role in selecting central bank executives or in the monetary policymaking process.

Finally, the US Federal Reserve System has a complex governance structure involving both public and private elements. The Federal Reserve Board of Governors is an agency of the federal government. By contrast, each regional Federal Reserve Bank is owned by commercial banks which select two-thirds of its directors – half of whom are involved in selecting its president, who sits at the FOMC and votes regularly on monetary policy.

**Principle #2: The selection of MPC members should ensure diverse perspectives and expertise.**

Earlier studies of MPCs were mostly focused on heterogeneous preferences (hawks/doves) or the heterogeneity of anecdotal information. In contrast, this principle combats groupthink by appointing experts with diverse educational backgrounds and professional experiences. In large countries and federated systems, geographical diversity may also be important for fostering and maintaining public legitimacy. As discussed below, diversity may be enhanced significantly by having a substantial portion of members of the MPC who are not full-time employees of the central bank.

---

13 The paid-in capital of the Bank of Japan has a nominal value of 100 million yen (roughly US$1 million), and 55 per cent of those shares are held by the Japanese government. The paid-in capital of the Swiss National Bank has a nominal value of 25 million Swiss francs (roughly US$25 million), and about two-thirds of those shares are held by Swiss public institutions.

14 The South African Reserve Bank (SARB) has 2 million shares with a nominal value of 1 rand per share and a dividend rate of 10 per cent, so that the total annual dividend payout is 200 000 rands (about US$15 000). In December 2017, the African National Congress approved a resolution to make the SARB fully public, and its executive committee has recently initiated a process of preparing draft legislation to implement that resolution.
Principle #3: The process of selecting MPC members should be systematic, transparent, and consistent with democratic legitimacy.

The process should have ‘checks and balances’: multiple steps involving different sets of decision-makers. Transparency mitigates the risk of undue influence by special interests. The process should foster public confidence in the integrity of the institution.

Principle #4: The MPC’s size and voting rules should foster genuine engagement among members and diminish the influence of any single individual.

This principle mitigates the risks of autocracy, which has pitfalls like those of groupthink. Previous analysis generally prescribed a fairly small size as optimal for engagement (e.g. five members), but a somewhat larger size may be needed to encompass sufficiently diverse perspectives.

Principle #5: Terms of office of MPC officials should be staggered, non-renewable, and last longer than the political cycle, with removal only in cases of malfeasance or grossly inadequate performance.

Staggered terms are fairly conventional but only effective if members serve out a full term. Foreclosing the possibility of reappointment mitigates risks of political interference and avoids the entrenchment of power bases. The heads of many MPCs serve terms of 7–10 years, whereas the Federal Reserve’s chair and vice chairs have renewable 4-year terms.

Principle #6: Each MPC member should be individually accountable to elected officials and the public.

Individual accountability is crucial for mitigating the risk of groupthink. Such accountability should occur through MPC communications, speeches and interviews, and hearings before elected officials. MPC communications should diminish the risk of cacophony by elucidating the range of individual views of MPC members.

Principle #7: The MPC should be subject to periodic external reviews of its strategy and operations, but not its specific policy decisions.

External reviews can be invaluable in identifying and mitigating groupthink. Such reviews should occur on a regular schedule rather than triggered by political motives or idiosyncratic factors. These reviews should focus on assessing past and prospective performance, not on evaluating individual policy decisions.

3.2 Transparency principles

Principle #8: The MPC should have a legal mandate that sets forth its governance, goals, and tools.

Some previous analysts have advocated that the MPC’s objectives and priorities should be clarified in its statutory mandate. With pervasive and persistent model uncertainty, the appropriate specification of those goals and priorities may be complex and time-varying.
Thus, the mandate should set forth the MPC’s responsibilities and tools in fairly broad terms to minimise the need to amend that statute.

**Principle #9: The MPC’s medium-term policy framework should be approved or endorsed by elected officials roughly once every five years.**

This framework should provide a quantitative description of the MPC’s goals, priorities, intermediate targets, and main operating methods. The approval or endorsement of elected officials is crucial for the legitimacy and credibility of the policy framework.

**Principle #10: The MPC should formulate a systematic and transparent strategy that guides its specific policy decisions over the coming year or so.**

This near-term strategy effectively clarifies the MPC’s ‘policy reaction function’. The strategy may be characterised using model-based forecasts, simple rules, scenario analysis or contingency plans. The MPC should have operational independence in determining its near-term strategy, but should be held accountable for that decision.

**Principle #11: The MPC should regularly publish reports explaining the rationale for its specific decisions in terms of its policy framework and strategy.**

The MPC should generally meet on a regular schedule with meeting dates that are determined and communicated well in advance. The MPC should promptly announce each policy decision. Its reports should be published on a fixed schedule, roughly once per quarter. These reports should explain the rationale for the majority’s decision along with concurring and dissenting opinions that convey the range of views of individual MPC members.

### 4. Conclusion

The MPC has responsibility for a critically important task. The institutional design of the MPC is crucial for mitigating the risk of severe policy errors due to political interference or groupthink. The principles formulated here are framed with that purpose, but the specific application necessarily depends on the particular context of any given central bank. Finally, it should be reiterated that a number of other key governance issues remain beyond the scope of this paper, including: (i) governance arrangements to ensure appropriate consultation or coordination between monetary policy and macroprudential regulation; (ii) the terms of office and responsibilities of external MPC members; and (iii) appointment processes for senior central bank officials who serve major public policy roles (such as the chief legal counsel).
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Discussion

1. Bruce Preston

It is a pleasure to discuss the paper ‘Robust Design Principles for Monetary Policy Committees’ by David Archer and Andrew Levin. The authors’ task is to identify a set of principles to apply to the design and conduct of monetary policy committees. Motivated by monetary history over the past 100 years or so in the United States, and recent case studies from several countries, they propose 11 principles – 7 relating to governance and 4 to transparency – that they argue will minimise the risk of serious errors in monetary policy. This is an ambitious topic and certainly a useful contribution to a conference marking 25 years of inflation targeting in Australia.

Given the nature of the paper, and the breadth of ideas canvassed, I will restrict my comments to the four transparency principles. While they are, for the most part, what would be expected by students of modern monetary economics, I think it is useful to review the theoretical foundations of the stated principles. With these preparatory insights established, I will then provide some reflections on what these principles might mean for the future of central bank communications policy in Australia.

Elements of policy design

To give content to the proposals of Archer and Levin, recall some basics of policy design. Do this in the simplest formal model to be precise about ideas. Nothing hinges on the choice of model, or indeed the formal statement of a model – the same points can be made using verbal argument and description, and the use of a model doesn’t imply judgement is unimportant in actual policymaking. Consider a central bank that adopts inflation targeting to implement monetary policy and specifies the numerical objective

\[ \pi_t = \bar{\pi} \]

where \( \bar{\pi} \) is the legislated target rate.1 By itself, this policy rule represents an incomplete policy framework. The central bank must also specify a theory of the transmission mechanism to determine how its instrument of policy – in Australia, the overnight cash rate – affects inflation.

For the purposes of this discussion, take the standard New Keynesian model as the true model of the economy. Aggregate demand and supply are given by the equations:

\[ x_t = E_t x_{t+1} - \sigma \left( i_t - E_t \pi_{t+1} - \kappa^* \right) \]
\[ \pi_t = \kappa x_t + \beta E_t \pi_{t+1} \]

---

1 Objectives consistent with the Reserve Bank of Australia’s, which acknowledge nominal and real concerns, leave the following discussion unchanged.
where \( \sigma, \kappa > 0 \) and \( 0 < \beta < 1 \) are model parameters, \( x_t \) the output gap, \( i_t \) the nominal interest rate, \( r_n \) the exogenously determined natural rate of interest, and \( E_t \) the mathematical expectation conditional on information observed in period \( t \). To determine the current interest rate setting, \( i_t \), the central bank must solve the system (1)–(3) which requires computing projections of the macroeconomic variables

\[
\{i_t, \pi_t, x_t\}_{t=1}^{\infty}
\]

into the indefinite future. The need to compute these projections is a consequence of the forward-looking behaviour of household spending and firm price-setting decisions in Equations (2) and (3).

To see this property of rational expectations equilibrium models clearly, in any bounded equilibrium aggregate demand and supply must satisfy

\[
x_t = -\sigma E_t \sum_{t=1}^{\infty} \left( i_t - \pi_{t+1} - r_n^t \right)
\]

\[
\pi_t = \kappa E_t \sum_{t=1}^{\infty} \beta^{t-1} x_t
\]

This equivalent representation underscores the centrality of the conditional expectations of interest rates, inflation and the output gap for policy design. In particular, it is not only the current interest rate that matters for aggregate demand, but rather the entire future sequence of one-period interest rates. That long-term interest rates matter – an example of the expectations hypothesis of the term structure – highlights why communication about the future conduct of monetary policy can influence current demand conditions, and why such policy may be effective even when policy is temporarily constrained by the zero lower bound on nominal interest rates.

For a central bank with a mandate to minimise the variability of inflation and the output gap, an immediate implication is that optimal policy has \( \pi = 0 \). The central bank can completely stabilise prices and the output gap by choosing

\[
i_t = E_t \pi_{t+1} + r_n^t
\]

in each period. Anticipation of this policy conduct is consistent with \( x_t = 0 \) and, therefore, \( \pi_t = 0 \). While it would be tempting to conclude that the central bank’s job is done at this point, in general, it will be insufficient for the central bank to communicate only the projections in Equation (4) that are consistent with the interest rate rule in Equation (5). There are two difficulties with such an approach. The first is that households and firms may hold different views about future macroeconomic outcomes, which are nonetheless consistent with the announced interest rate projections – an example of indeterminacy of rational expectations equilibria. Announcement of the profile of interest rates implied by Equation (5) does not permit agents to infer how alternative projections will change the future conduct of policy. The second difficulty is that purely forward-looking decision procedures of the kind described will not always be the best policy.
One simple example of when a purely forward-looking decision procedure for monetary policy is not the best policy arises when aggregate supply is affected by cost-push shocks (that is, inefficient variations in firm’s cost structures). In this case, optimal monetary policy will be history dependent, taking the form

$$\pi_t = -\frac{\lambda}{\kappa}(x_t - x_{t-1})$$

(6)

where $\lambda > 0$ is the weight on output gap stabilisation in the central bank’s loss function. History dependence is captured by the lagged output gap in the target criterion. This term arises because the central bank internalises the effects of its policy conduct on inflation expectations. Commitment to this target criterion ensures determinacy of the equilibrium and is the optimal policy in response to both natural rate and cost-push disturbances.

Adding a cost-push shock, $u_t$, to the aggregate supply curve modifies the system (2), (3) and (6) such that the interest rate rule becomes

$$i_t = \frac{1}{\sigma} \left[ E_t x_{t+1} - \frac{\lambda}{\lambda + \kappa} x_{t-1} + \left( \frac{\beta \kappa}{\lambda + \kappa^2} + \sigma \right) E_t \pi_{t+1} + \frac{\kappa}{\lambda + \kappa^2} u_t + \xi \right]$$

(7)

This central bank reaction function demonstrates how interest rates will be adjusted in response to past outcomes, to changing economic disturbances, and to shifting expectations. To assist economic decision-making, which depends on future interest rate decisions, households and firms need to know, or be able to infer, this reaction function. Knowing the reaction function permits agents to contemplate alternative paths for the future evaluation of inflation and the output gap, and their implications for the conduct of policy. To do this, it is not enough that a central bank announces the target criterion in Equation (6) as the goal of policy along with the projections this policy implies when solved with Equations (2) and (3) – agents must also have information about the model the central bank uses to inform its choice of the interest rate. This idea is central to good communications policy.

This simple theory highlights the importance of Archer and Levin’s transparency principles. The principles, in large part, represent an attempt to codify properties of what theory considers good policy – properties which permit the public to evaluate a central bank’s execution of its mandated duty. How does the Reserve Bank of Australia (RBA) fare on their proposed design principles?

**Current practice in Australia**

A core document in the RBA’s communication strategy is the *Statement on Monetary Policy*. This document is produced quarterly and provides an assessment of the current state of the economy, a set of projections on inflation and the real economy, and some risk assessments to these projections. While this document is an evolving project, the above discussion underscores some dimensions for possible development. First, providing projections each quarter (without a clear statement of the supporting intellectual framework) is an example of a purely forward-looking decision procedure which will be subject to indeterminacy of equilibrium and be sub-optimal. While the projections may well be consistent with the goals
of policy, they may be equally consistent with many other economic outcomes. The difficulty arises not solely because projections are based on market expectations. It would remain a problem even if the RBA provided its own interest rate projections because necessary information about the modelling framework used to construct them would still be absent. Either approach represents a description of future policy which fails to clarify the reaction function, knowledge of which permits agents to contemplate how policy would change in response to different economic conditions. And because such forward-looking interest rate decision procedures lack history dependence, they cannot be the best possible policy.

Second, there is very little information about the policy framework. It is hard to discern the reaction function, and what perceived trade-offs are relevant for the conduct of policy. The absence of this information limits credibility as households and firms cannot distinguish poor policy from developments that are beyond the control of the central bank. For example, in the simple model above, knowledge of the optimal policy rule in Equation (7) permits evaluating policy ex post: if interest rates turn out to be different than announced, one can infer whether this is because there were unanticipated disturbances to the economy (events beyond the control of the central bank which require changes in the stance of policy) or because the central bank did not fulfil announced promises (poor policy). Evaluations of this kind give content to credibility. Without them, credibility has no content.

Third, while outlines of various risks to the projections are welcome, this discussion is largely executed without any reference to a central bank reaction function. While this may not matter when taking any one risk to the projections in isolation (because the implications for policy are thought to be obvious – though this begs the question of why they aren’t then stated), the absence of information becomes problematic when two or more risks are material to the near-term evolution of the economy. For market participants to evaluate the implications of different risks for the future conduct of policy, they need to understand how these risks are weighed against each other, as they may imply qualitatively different adjustments to the policy rate. Again, information of this kind is directly encoded in the central bank’s model of the economy and resulting reaction function.

Going forward

Proposals for communications policy reform are invariably met with scepticism. Common objections, at least in the Australian context, are: that the RBA already has credibility; that providing additional detail about the RBA’s policy framework would represent false precision and undermine existing credibility; and that businesses simply don’t care for clarification about the near-term evolution of interest rates.

Discussions of RBA credibility typically focus on the narrow criterion that past inflation rates have been consistent with the formal objectives of policy – see Debelle (in this volume) and Stevens (2016). But arguing that the inflation rate has averaged ‘two point something per cent over the business cycle’ ignores the fact that there are many ways such an outcome could be obtained and that, without further information, it is impossible to determine whether this is because a set of policy mistakes have simply averaged out, or whether it was truly the
result of good policy. Similarly, the idea that businesses currently don't think clarification of the near-term conduct of interest rate policy is useful for investment and hiring decisions, doesn't mean there would not be circumstances in which it would be helpful for the RBA to have them hold certain views about the future conduct of policy – indeed, one need only look abroad for countless examples. And failure to spell out what different risks mean for the conduct of policy may be interpreted as an act of plausible deniability (e.g. ‘we never said we wouldn’t change policy if China collapsed – we just didn’t say how we would change’), which can damage credibility.

This brings me to a fundamental point about communication policy and the value of credibility: consider a situation in which the central bank misses the inflation target for a sustained period (as had been the case in many advanced countries after the global financial crisis). The central bank will want to claim that this is for reasons beyond its control – but how would we know? Communication and credibility go hand in hand. Without communication, credibility has no content. And without credibility, a central bank will find its ability to defend its policy framework limited in certain circumstances.

The RBA has much to be proud of. Establishing a low-inflation environment and the legitimacy of the inflation-targeting regime is an important achievement, one rightly commemorated by this conference. But this doesn’t imply the framework can’t or shouldn’t evolve, or that future events wouldn’t challenge its legitimacy. Australia is in the fortunate position of being able to have a discussion about the policy framework outside of a financial crisis, and to integrate some of the policy lessons which emerge from recent international experience. The financial crisis underscores some limitations of inflation targeting as practised, with a number of high-profile central banks experimenting with new communications policies to provide stimulus when conventional interest rate policy was constrained by the zero lower bound. As such, it seems worth developing a framework that has the flexibility to respond to developments of this kind. Archer and Levin’s principles provide a useful template for critical review and potential reform.
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2. General Discussion

Discussion initially focused on central bank communication. A participant suggested that economists have focused primarily on the behaviour of those sending information, while the clarity of the message to those receiving the information is just as important. Another participant highlighted that central banks had been scared of press conferences because they might say the wrong thing, but there’s a risk to saying nothing. There was some concern that some measures designed to increase transparency had caused problems.
Participants discussed the value of the US Federal Reserve’s practice of publishing long-run projections and dot plots. Dot plots were designed to show diversity of opinion on the future path of interest rates. The long-run projections were introduced to provide the public with information about where Federal Open Market Committee (FOMC) members wanted inflation to end up, which was useful before the introduction of the Federal Reserve’s inflation target. Projections of long-run gross domestic product (GDP) growth and employment were supposed to indicate the views of FOMC members on potential GDP growth and the non-accelerating inflation rate of unemployment (NAIRU). However, the volatility of these projections caused market participants to focus on the effect of data releases on changes in the decimal points of forecasts, rather than the long-term outlook for the economy. This communication also failed to reveal the reasons for differences in opinions and the risks to the modal forecast.

Participants were also concerned that too much of the focus of central bank communication has been on market participants, without much attention to explaining to the general public what the central bank is trying to do and why. This has meant that there was too much communication, and the information was too technical. In this context, participants debated central banks’ near-term strategies. Some participants felt that reaction functions should be made explicit to improve transparency and help the public make economic decisions. However, other participants felt that this would be too technical for the broader public. There was agreement that publishing forecasts of alternative scenarios was an appropriate solution. Scenarios can communicate how the central bank would react to future events, while also providing a diversity of views and highlighting uncertainty in forecasts.

The second major theme of the discussion was the importance of a diversity of views. Participants reflected on the experiences over the past decade and stated that groupthink had been apparent and had persisted through the global financial crisis. A lack of diversity in backgrounds and experience was identified as one of the reasons for this groupthink. One participant noted that following the Asian financial crisis, many Asian countries followed a very formulaic and ‘cookie-cutter’ approach on issues such as the structure of monetary policy committees and communication. Another participant said that making a central bank’s near-term strategy explicit could conflict with encouraging a diversity of opinion. This is because having a near-term strategy implies a high degree of consensus. One solution proposed to increase the diversity of views considered was for economists to look to other disciplines because they could provide beneficial insights.

The discussion then turned to how monetary policy committees should be designed to minimise groupthink and take into account a diversity of views. The mix of expert and non-expert members was central to this debate. Participants desired experts on monetary policy committees to allow thorough economic analysis of the state of the economy. Participants felt that the role of the committee is to provide a quality review on the decision-making process. This role can be filled by non-experts just as well as experts, because this quality review should cover aspects such as whether there was enough diversity of views coming through and the number of different scenarios being considered. Non-experts also
contribute to the diversity of experience and opinions and provide insightful conclusions, which can combat a single person dominating the monetary policy discussion.

Participants then turned to how the dissent of committee members should be communicated to the public. One participant suggested that central banks should follow the model used by the US Supreme Court, which allows for differing levels of agreement: majority opinions, concurring opinions and dissenting opinions. The dissenting views can pave the way for change and they do not need to come from experts. However, some participants were concerned that attributing dissenting opinions could limit the free expression of non-experts’ perspectives.

One participant noted that a diversity of backgrounds and opinions of central bank staff is also necessary. Central bank staff are important in informing the monetary policy committee of economic developments and shaping the decisions made. Participants agreed that the central bank board should foster a ‘culture of curiosity’ and welcome staff challenges to its thinking. This diversity of staff opinion should also be communicated to the committee to encourage a discussion of perspectives, because committee members may be discouraged from dissenting if they are presented with a consolidated view that is said to represent all central bank staff.

Overall, participants felt that there was a need to ask deep questions about the way central banks operate and the way monetary policy committees are structured. Every step of the decision-making process should be examined for improvements and central banks should seek external reviews of their monetary policy committees because, as insiders, central bankers may be too close to the process to see some of the problems.
Wrap-up Panel Discussion

The final part of the conference was a panel discussion focused on central bank frameworks and reflecting on 25 years of flexible inflation targeting. The discussion was moderated by Jessica Irvine, senior economics journalist at *The Sydney Morning Herald* and *The Age*, and included the following panellists:

- Philip Lowe, Governor of the Reserve Bank of Australia (RBA)
- Adam Posen, President of the Peterson Institute for International Economics
- Sayuri Shirai, Professor of Economics at Keio University

Conference participants also joined the discussion at various points. As the conference and panel were conducted under the Chatham House Rule, no individuals’ comments are attributed.

1. **Introduction**

The session opened with a brief discussion where it was noted that it had been interesting to reflect on how the inflation-targeting framework had evolved over the past 25 years and to consider what the challenges over the next 25 years may be. It was agreed that it was useful to consider alternatives to the current framework, although participants did not seem to be suggesting any changes to the framework in practice. The moderator opened the discussion by asking panellists what lessons they drew from the conference overall. Panellists then discussed the features of the current Australian framework and what had worked well, before the discussion turned to how that framework had evolved and how it may continue to evolve in the future in response to potential challenges and risks.

2. **Areas of Broad Agreement**

One panellist noted that, despite some disagreement, there was quite a lot of agreement throughout the conference about the current framework – flexible inflation targeting. The panellist identified five areas of agreement in particular.

1. *Monetary policy regimes matter.* A view repeated many times during the conference was that the shift to inflation targeting appears to have been associated with low and stable inflation, less macroeconomic variability, well-anchored inflation expectations and a greater public understanding of the way monetary policy operates. This has delivered substantial benefits to the public, especially when compared with earlier monetary policy regimes.

2. *Flexibility in the framework is beneficial.* The conference discussions highlighted a clear preference among participants and countries, through their choice of regimes, for flexible rather than strict inflation targeting. When inflation targeting was first introduced, some
countries required strict adherence to the target in an attempt to build credibility. Flexible inflation targeting has, however, built the same credibility through results rather than design. As such, flexible inflation targeting appears to have delivered better outcomes in terms of output variability and financial stability without, perhaps surprisingly, any decline in the control of inflation.

3. *Political systems in most countries support flexible inflation targeting.* There is broad acceptance at a high level in countries around the world that flexible inflation targeting is the right monetary policy framework.

4. *Transparency is important.* Transparency is important for accountability and it makes the monetary policy transmission mechanism work better. The panellist noted that central banks correctly place a higher priority on communication now. However, central banks may currently focus too much on communicating with the market and this probably causes the communication to become too technical. Simpler communication is better when speaking to the community because it improves understanding and transparency.

5. *Committees bring benefits to decision-making.* Monetary policy decisions should be made by committees rather than an individual decision-maker. Diversity on boards is important to bring in a mix of perspectives and people with business backgrounds bring experience in making decisions under uncertainty.

3. **The Current Framework in Australia**

Discussion then turned to a review of the past 25 years and, in particular, the features of the current Australian system that had contributed to its success. One panellist noted that there has been relatively little change in the inflation-targeting framework in Australia since it was introduced 25 years ago. This is in contrast to a reasonable amount of change in central bank frameworks in other countries. There was a discussion about the effect of change on outcomes. It was noted that some minor changes, such as between a point or a band target or changes in the size of the band, appear to have been relatively easy to implement and created few difficulties in other countries. Notwithstanding this, there was a concern that changing too frequently could undermine the independence of the central bank given an increasingly politicised environment.

The stability in the RBA’s mandates was also remarked upon. The *Reserve Bank Act* was enacted in 1959 with a triple mandate of stability of the currency (low and stable inflation), full employment and the welfare of the people. It was noted that even dual mandates were unfashionable in the 1990s because it wasn’t ‘serious inflation targeting’. The RBA’s third mandate, the welfare of the people, was then discussed. Panellists noted that the third mandate changes the focus of policymakers and holds them accountable to the people of Australia, rather than the financial sector, academics or other central banks. Panellists noted that the RBA’s communication with the public in 2017 to explain why interest rates were not being lowered made reference to this leg of the mandate. It was noted that the third mandate allows a considerable degree of flexibility to address broader macroeconomic concerns than even a dual mandate. While the current concern in Australia and other countries is financial stability, the factors that could weigh on social welfare may change over time.
Multiple participants noted that anchoring inflation expectations has been an important aspect of flexible inflation targeting. A panellist observed that this has turned out to be easier than expected for Australia, and contrasts with the Japanese experience where it has been difficult to raise inflation expectations towards the Bank of Japan’s 2 per cent target. The panellist also noted that inflation expectations have turned out to be sticky because inflation targeting works, leading to rational inattention by the public about the current inflation rate. However, another participant, also citing the Japanese experience, noted that households continue to expect price rises despite effectively zero inflation and, therefore, haven’t put off purchases despite deflationary periods. In such an environment, public communication was required to explain why inflation needed to be raised. The participant concluded that central banks must pay attention to the mindset of households.

The question from Guy Debelle’s paper over whether central banks are fighting the last war or defending security with regards to high inflation was noted. A panellist opined that while central banks should be cautious about losing gains, high-inflation periods might be an anomaly and inflation expectations have proven to be very sticky recently. Another panellist stated that we do not know enough about the formation of inflation expectations, so we should not assume they will remain anchored if the regime is changed.

4. **Evolution in a Changing Environment**

While it was agreed that the Australian framework had been comparatively stable, the environment it operated in has not. A panellist observed that the currently accepted framework of inflation targeting was a product of evolution, with no single overwhelming pressure having led to any revolutions in the framework. This evolution has been in the context of many other changes in the policy and economic environment, with panellists noting factors such as changes to central bank independence, a decline in bond yields, an acceleration in productivity growth in the 1990s, US debt consolidation, and China and eastern Europe joining the world market. A panellist noted that Australia, Canada and New Zealand had adopted inflation targeting to lock in low inflation. However, it is difficult to assess the effectiveness of the inflation-targeting framework as these environmental factors may have contributed to the positive macroeconomic outcomes.

A panellist opined that Australia’s inflation-targeting framework has been a case of niche evolution. In particular, the liberality of government in Australia and the development of the Pacific and China, which was said to have benefited the labour market, have ultimately worked well for Australia and thus the inflation-targeting regime. However, the panellist noted that Australia has an open economy and may therefore be more susceptible to future changes in the economic environment, which may require adaptations in the monetary policy framework. In addition, the RBA was identified as more independent than most central banks but not immune to peer pressure and market pressures that have led to some changes in frameworks overseas.
Participants questioned whether some of the recent developments in the macroeconomy represent temporary forces or structural shocks. This was said to matter for how policy responds and possibly how the framework evolves.

5. Challenges and Future Risks

The panellists discussed the nature of the possible shocks that the macroeconomy may face and whether these represent threats to the current framework. One panellist noted that no monetary policy regime lasts forever and questioned whether future stresses will cause a break in regimes or gradual evolution. The panel discussed four potential challenges in more detail.

The first was that it may be difficult to raise the rate of inflation back to the target range because of structural reasons. Structural factors could include globalisation, competition, productivity, labour bargaining power or a flatter Phillips curve. It was noted that monetary policy at present may be having less of an effect on inflation than previously. Very low interest rates may also cause distortions and reduce social welfare. Returning inflation to its target under these circumstances may cause community support for the regime to break down, especially if it required higher borrowing. More broadly, it was noted that it may be harder to control the inflation rate when it is low, as the consumer price index may largely reflect relative price changes and structural factors that cannot be controlled.

The lower rates of wages growth observed across the developed world were discussed in some detail as a potential structural change that may keep the rate of inflation lower. Reasons for this may include lower bargaining power of labour, a sustained slowdown in productivity growth or a lower-than-expected NAIRU (non-accelerating inflation rate of unemployment). One participant noted that inflation stayed lower for longer in Japan and Germany because the NAIRU turned out to be lower than previously estimated. Economists were said to be divided on developments in the shape of the Phillips curve. Some were said to believe in a kink in the Phillips curve and that the United States is almost at that kink, such that inflation would soon pick up. But those that believe that structural changes had occurred thought that the unemployment rate would need to fall a lot further to generate an increase in inflation. Similar debates are taking place in countries around the world, including Australia.

The second risk discussed was that low and stable inflation may not maximise social welfare if it raises financial stability concerns. A panellist opined that a relatively new orthodoxy states that these concerns could be solved through the use of macroprudential tools. However, the panellist was sceptical of their usage as macroprudential tools may cause distortions, such as those observed in the 1970s and 1980s, and also do not have as broad-reaching effects as interest rates. Macroprudential tools were also said to not fix high leverage. Social welfare was said to depend on price stability, macro stability and financial stability, which may become more difficult to balance.

A third potential challenge was the possible increase in the prevalence of supply shocks which would put strict inflation targeting, but also possibly flexible inflation targeting, under pressure. Nominal income targeting was raised as a possible solution. See Section 6 for more detail.
Finally, a participant raised the risk that the national currency may be replaced with other means of payment, such as electronic tokens. This was identified as a very unlikely but plausible scenario. Nonetheless, if it occurred central banks would need to rethink how monetary policy operated and its effects.

Many of these issues were said to raise the question of how much flexibility should be built into the framework. One participant opined that the answer to this question is ‘quite a lot’ and that inflation should be allowed to remain below the target for a while, provided that it returns to target eventually. A couple of participants asked ‘what is so wrong with inflation a bit below 2 per cent?’ when balanced against risks on the financial side. Another participant asked whether this would damage credibility. One panellist argued that it would not, provided that progress was being made and that the public saw that progress was being made.

6. Alternative Frameworks

Multiple participants noted that what the public care about is rising income, and that it is easier to talk to people about income than inflation. This may lend itself to a nominal income target. Several issues were raised. First, nominal income can be difficult to measure and forecast, and a nominal income target may instead be approximated by flexible inflation targeting. Second, finding a mechanism to deliver stronger income growth was noted to be difficult and generated much discussion. In Australia, many politicians and businesses have started to talk about wages growth, but it is not happening due to coordination failure, which nominal income targeting is unlikely to fix. It is possible that recent lower income growth globally may have been structural, making it difficult for monetary policy to address.

A panellist stated that it was constructive and brave to rethink the framework from a position of strength, which is consistent with the mindset of practical flexibility displayed in Australia’s current framework. Participants reflected on the session discussing alternative frameworks, concluding that while inflation targeting may have some issues, so do the alternatives. In considering nominal income targeting, a participant noted that flexible inflation targeting can approximate the nominal income targeting’s policy responses without the accompanying issues and while retaining the benefits of inflation targeting.
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