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1. Introduction
A quick look at the data in Figure 1 makes it clear that the introduction of inflation targeting 
corresponded to a stabilisation of the level of consumer price index (CPI) inflation in Australia 
around the numerical target range of 2–3 per cent introduced by the Reserve Bank of 
Australia (RBA) in 1993 (Stevens 1999). An important question is whether inflation targeting 
had other effects on the Australian economy, such as changing common movements in 
macroeconomic variables, including those related to the transmission of monetary policy 
shocks. Factor modelling provides a powerful and flexible way to investigate this empirical 
question in a data-rich environment.1 

Figure 1: CPI Inflation
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Notes:  Excludes interest charges prior to the September quarter 1998 and adjusted for the tax changes 
of 1999–2000; shaded region indicates the RBA’s inflation target range

Sources: ABS; RBA

1 See Stock and Watson’s (2016) survey of factor modelling and its use in examining the effects of structural shocks.
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We compile a large panel of macroeconomic data for the Australian economy and conduct 
factor model analysis to investigate the effects of inflation targeting. Our analysis suggests 
that a sizeable portion of macroeconomic fluctuations for Australia can be captured by two 
common factors. This result is the same as was found for the US economy by Stock and 
Watson (2005) and many others. Standard selection criteria suggest the need for two to four 
common factors, with recursive estimates generally suggesting a possible decline in the 
number of common factors following the introduction of inflation targeting. This possible 
decline stands in contrast to findings for the US economy by Bai and Ng (2007) of a possible 
increase. A change in the number of factors is indicative of a change in the factor structure, 
with a decline implying a different type of structural change than an increase. We explore 
the particular nature of changes in the factor structure of the Australian economy in detail.

Based on the standard selection criteria, we estimate an approximate dynamic factor 
model of the Australian economy with three common factors. The estimation is based on 
quasi-maximum likelihood, as in Doz, Giannone and Reichlin (2011, 2012). Our estimates 
suggest that only two common factors explain a sizeable portion of macroeconomic 
fluctuations and they have clear ‘real’ and ‘nominal’ interpretations based on their factor 
loadings. We apply a recent test developed by Han and Inoue (2015) for a structural break 
in factor loadings and find a significant break, with the test statistics for two versions of 
the test maximised just before and after the introduction of inflation targeting in mid 1993 
(Stevens 1999, 2003). Notably, both versions of the test would still be significant if the break 
were in 1993:Q1, corresponding to the introduction of inflation targeting in the next quarter, 
with 1993:Q1 close to the earliest date at which both test statistics are significant. Meanwhile, 
there is no evidence for additional structural breaks once accounting for the break at the 
estimated dates or in 1993:Q1.

Looking at the cross-sectional variation in the common and idiosyncratic components of 
macroeconomic variables before and after the introduction of inflation targeting, it is clear that 
there was a much larger reduction in the volatility of common components than idiosyncratic 
components. That is, inflation targeting has not just stabilised the level of inflation, but it also 
appears to have stabilised the common components of macroeconomic variables. This reduction 
in common volatility is broad based, applying to both real and nominal variables. Meanwhile, the 
fact that idiosyncratic components have remained relatively volatile suggests that signal-to-noise 
ratios for common and idiosyncratic movements in variables such as CPI inflation have declined, 
making the benefit of using factors rather than noisy individual variables even greater during the 
inflation-targeting era. Interestingly, recursive estimates of factor loadings for real gross domestic 
product (GDP) growth, CPI inflation, and the overnight cash rate (OCR) suggest a stabilisation rather 
than an abrupt change with the introduction of inflation targeting. This argues against a ‘Type 1’ 
break, in the terminology of Han and Inoue (2015), in which there is a change in cross-correlations 
related to common factors or, equivalently, an increase in the number of relevant factors. Instead, 
it is consistent with a change in the volatility of factors or, equivalently, a decrease in the number 
of relevant factors, consistent with our recursive estimates of the number of factors.
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The results for the approximate dynamic factor model motivate us to consider a factor 
augmented vector autoregression (FAVAR) model in order to investigate possible changes in the 
transmission of monetary policy shocks following the introduction of inflation targeting. Even if 
cross-correlations of variables related to factors are relatively stable, shock identification will still 
be affected given changes in relative variances. For identification of monetary policy shocks, we 
follow Bernanke, Boivin and Eliasz (2005) and use estimated loadings to relate the full panel to a 
three-variable structural vector autoregressive (VAR) model that includes the ‘real’ and ‘nominal’ 
factors from our approximate dynamic factor model and the policy interest rate. Importantly, 
the two common factors are re-estimated from a subset of the panel that corresponds only to 
‘slow-moving’ variables that should only respond with a lag to a monetary policy shock. We 
find that a contractionary monetary policy shock temporarily lowers real activity and inflation, 
with the ‘price puzzle’ almost completely resolved, as was found by Bernanke et al (2005) for 
the US data.2 The CPI stabilises at a lower level, making it clear that the RBA targets inflation, not 
the price level (i.e. it lets ‘bygones be bygones’, as argued by Stevens (1999)). Structural break 
tests based on Qu and Perron (2007) suggest possible changes in VAR parameters around the 
introduction of inflation targeting and the global financial crisis (GFC). Sub-sample estimates 
suggest a resolution of the price puzzle and a flattening of the Phillips curve since the mid 2000s.

Our findings have important implications for monetary policy. First and foremost, they suggest 
that the benefits of inflation targeting are more than just in terms of stabilising the level of 
inflation, but also appear to involve reducing the common volatility of macroeconomic variables. 
This link in timing of a reduction in macroeconomic volatility with inflation targeting would be 
obscured somewhat by looking at real GDP growth on its own, but is clearer from the factor 
analysis. Relatedly, because idiosyncratic volatility has not reduced by as much as common 
volatility, our results suggest benefits to measuring real activity and price pressures using a 
factor modelling approach. The mitigation of a price puzzle for our FAVAR model provides an 
example of such a benefit. Despite apparent changes in the transmission of monetary policy, 
the factor modelling approach also allows for relatively precise estimation of the effects of 
a monetary policy shock in a data-rich environment and the possibility to relate the effects 
of policy to any variable in the panel, as well as any other variable that may only be available 
more recently due to data limitations, but for which we can estimate factor loadings. One clear 
implication of our FAVAR estimates is that the RBA currently pursues inflation targeting in line 
with its mandate, rather than price level targeting. Another clear implication is that, consistent 
with a flattening of the Phillips curve, the implied sacrifice ratio appears to have increased since 
the mid 2000s, suggesting caution against a shift to price level targeting.

The rest of this paper is organised as follows. Section 2 discusses the panel dataset, investigates 
the relevant number of common factors, presents estimates for an approximate dynamic factor 
model, and conducts break tests for the factor structure of the Australian economy. Section 3 
examines the effects of inflation targeting on the factor structure of the Australian economy 
and draws some implications for monetary policy. Section 4 directly investigates possible 
changes in the transmission of monetary policy shocks by estimating a FAVAR model and also 

2 See Bishop and Tulip (2017) on the challenges in removing the price puzzle for Australian structural VARs.
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considers changes with the introduction of inflation targeting and during the inflation-targeting 
era, again drawing implications for monetary policy. Section 5 concludes. Full details of the 
dataset and estimation methods are provided in the appendices.

2. A Factor Model of the Australian Economy

2.1 An Australian macroeconomic panel dataset
We expand the panel datasets in Gillitzer, Kearns and Richards (2005) and Gillitzer and 
Kearns (2007) to cover 104 time series variables for the Australian economy from 1976:Q4 
to 2017:Q2.3 Due to data availability issues, the broader coverage of variables necessitates a 
later starting point for the sample than in Gillitzer et al (2005) and Gillitzer and Kearns (2007). 
However, the sample still includes 15 years before the introduction of inflation targeting in 
mid 1993 and nearly 25 years since its introduction.

Because many of the raw data series are non-stationary, we transform variables by taking 
logs and first differences as appropriate. As part of the transformation, we allow for a 
structural break in the mean levels of the price growth series in 1993:Q1, corresponding to the 
introduction of inflation targeting. This renders all of these series stationary without needing 
to take second differences. Once transformed to be stationary, we standardise all series by 
subtracting any remaining sample mean and dividing by the sample standard deviation. This 
implicitly gives each variable equal weight in the factor model.

In terms of broad categories, 42 per cent of the panel corresponds to real activity variables, 
19 per cent to price variables, and 15 per cent to financial variables. Table 1 provides a more 
detailed breakdown into categories that we will refer to when looking at panel R2s for factors. 
Meanwhile, a list of all variables and their corresponding data transformations is provided in 
Appendix A.

3 Gillitzer et al (2005) and Gillitzer and Kearns (2007) focus on smaller panels and extracting a single coincident business cycle 
index for the Australian economy rather than looking at the effect of inflation targeting on the factor structure of the economy. 
Similarly, Sheen, Trück and Wang (2015) construct a daily coincident index using mixed frequency modelling of a smaller-scale 
dynamic factor model.
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Table 1: Number of Variables by Category

Category Number
Expenditure 20
Income 5
Production 19
Employment 8
Surveys 5
Building & capital expenditure (capex) 5
Overseas transactions 5
Prices 20
Money & credit 6
Interest rates 8
Miscellaneous 3
Total 104
Note:  ‘Miscellaneous’ includes ‘Share price index’, ‘Real trade-weighted exchange rate index’, and the ‘Southern 

Oscillation Index’
Sources: ABS; RBA

2.2 How many common factors?
Figure 2 displays the ‘scree plot’ for the Australian macroeconomic panel dataset based on 
principle components analysis (PCA).4 It provides a simple diagnostic for a likely number 
of relevant common factors. The largest two eigenvalues from PCA explain much more 
variation than all of the remaining eigenvalues. This is suggestive of two relevant common 
factors that capture about 13 per cent and 9 per cent of the joint variation in the macroeconomic 
variables, with the remaining ‘scree’ likely corresponding to much less important common 
factors or even idiosyncratic movements in some of the individual variables. This finding of 
two dominant common factors is consistent with findings for datasets for other countries, 
including for the US economy by Stock and Watson (2005).

Table 2 reports formal selection criteria results for the number of common factors. As can be 
seen from the cumulative explained variation in Figure 2, the next eight largest eigenvalues 
from PCA more than double the total variation explained. Thus, it is unclear whether two 
common factors are actually sufficient for the dataset. Starting with Bai and Ng (2002), formal 
selection criteria have been developed to determine the number of relevant common 
factors in a given dataset. The results in Table 2 capture this uncertainty about the number 
of common factors. While a majority of criteria select two common factors, there could be 
as many as seven relevant common factors.

4 The typical shape of a scree plot – a steep drop off in explained variation after the first few eigenvalues and then a more shallow 
long tail for the remaining eigenvalues – is thought to be visually reminiscent of the side of a mountain after an avalanche, with 
the flattened-out rubble at the base of the mountain corresponding to the ‘scree’.
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Figure 2: Scree Plot
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Table 2: Number of Common Factors

Number
Bai and Ng (2002)
PCP2 4
ICP2 2
Ahn and Horenstein (2013)
Eigenvalue ratio (ER) 2
Growth ratio (GR) 2
Onatski (2010)
Edge distribution (ED) 7
Note: The upper bound on the maximum number of factors used with each method was 10

For our approximate factor model, we consider three common factors. We do so as a 
compromise between the 2–4 common factors suggested by the two Bai and Ng (2002) 
criteria. As will be seen with our estimates, two common factors appear to be sufficient to 
capture the main common variation in the dataset, but allowing for three common factors 
in the model makes this clear. Meanwhile, any evidence of more than three common factors, 
such as suggested by the Onatski (2010) criterion, could reflect changes in the factor structure, 
which we will also investigate in full detail.
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As a first step in looking at possible changes in the factor structure, Figure 3 reports recursive 
(expanding window) estimates of the number of common factors.5 The end-of-sample 
estimates are the same as those reported in Table 2. What is notable, however, about the 
recursive estimates is that, among the criteria that suggest a larger number of common 
factors, there is a decline in the suggested number of factors since 1993:Q1. It is consistent 
with a particular type of structural change in which the factor structure simplifies over 
time due to an elimination of common variation and, thus, corresponds to a reduction in 
volatility rather than a change in cross-correlations explained by common factors. Notably, 
this decline contrasts with findings by Bai and Ng (2007) for the US economy of an increase 
in the suggested number of factors in recent years. Again, we will investigate this possibility 
in full detail.

Figure 3: Number of Factors
Recursive estimates
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2.3 Estimates for an approximate dynamic factor model
Based on the Bai and Ng (2002) selection criteria, we estimate an approximate dynamic factor 
model with three common factors:

 Yt =ΛFt−1+εt  (1)

where Yt is the data, Λ are the factor loadings, Ft  are the factors and εt  is the idiosyncratic 
component. Yt and εt are N × 1, Λ is N × 3, Ft and ηt are 3 × 1. The factors are assumed to follow 

5 We prefer recursive to rolling-window estimates because they better illustrate possible permanent changes in the structure, 
while rolling windows could capture possible recurring changes, but are sensitive to the window size. For recurring changes, 
the sensitivity to window size makes it preferable to formally test and model the changes via a regime-switching factor model. 
We leave such analysis for future research.
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a VAR(1), Ft = Φ(L)Ft – 1 + ηt, while Φ(L) is a 3 × 3 conformable lag polynomial. An approximate 
dynamic factor model allows the elements of εt to be weakly dependent across series and 
time, but they are uncorrelated with the common factors, E εt ′ηt⎡⎣ ⎤⎦=0,∀k .6

We conduct initial ‘static’ estimation using PCA, following Stock and Watson (2005).7 Then, 
using these static estimates, we calculate dynamic factor estimates using quasi-maximum 
likelihood estimation (QMLE) for a VAR of the factors with one lag based on Schwarz 
information criterion (SIC) and Kalman filter/smoother recursions via the expectation 
maximisation (EM) algorithm, following Doz et al (2011, 2012). See Appendix B for more details.

Figure 4 displays the static and dynamic estimates of the three common factors.8 There is a 
strong coherence between the estimates for the first two factors, which display considerable 
persistence. There is less evidence of a link between the estimates of the third factor, which 
also appears to be far less persistent. An explanation could be that the static estimates of 
the third factor capture some lagged dynamics of the first two factors, but it is mostly noise 
when considering dynamic factor estimation with a VAR(1) structure. Meanwhile, the dynamic 
estimates of the third factor turn out to explain very little variation of the panel dataset.

Figure 4: Common Factors
QMLE versus PCA factor estimates
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6 Labelling this model as ‘dynamic’ follows Doz et al (2011, 2012) and reflects the fact that the estimation explicitly accounts for 
the dynamic VAR structure for the factors, rather than an alternative notion of a dynamic factor model having non-zero loadings 
for variables on lags of factors. Of course, the model we consider could allow for lagged relationships between variables and 
factors by including any lagged dynamic factors as additional ‘stacked’ factors in Ft.

7 Stock and Watson (2002), Bai and Ng (2002), and Bai (2003) prove consistency of PCA estimation for approximate factor models.

8 We renormalise the sign of the first factor such that real GDP growth has a positive loading for ease of interpretation as a real 
activity factor.
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Figure 5 reports the variation of data in different categories explained by the common 
dynamic factors based on panel R2s that capture the fraction of the variance of a series 
explained by a given common factor. The fact that these are all reasonably low suggests 
that variables in each category are subject to considerable idiosyncratic variation. It is also 
clear based on the categories that the first factor corresponds more to ‘real’ variables such 
as measures of expenditure, employment, and activity surveys, while the second factor 
corresponds more to ‘nominal’ variables, such as prices, money, credit, and interest rates. 
Notably, we find that interest rate spreads in particular load on both factors, which likely 
reflects their information content about both real activity and inflation. As mentioned above, 
the third factor explains very little variation of the panel, with the highest R2s corresponding 
to activity surveys and interest rates. Thus, it may capture something about expectations of 
future real activity or ‘sentiment’, but it is possibly just noise that can be dropped from the 
model.

Figure 5: Explained Variation
Coefficient of determination by category, 1976:Q4–2017:Q2
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2.4 Breaks in the factor structure?
As noted above, one reason why some selection criteria might suggest more than two factors 
could be due to changes in the factor structure. We formally test for structural breaks using 
an approach recently proposed by Han and Inoue (2015).9 The null hypothesis of their test is 
that all factor loadings are constant over time against the alternative that a non-negligible 
fraction of factor loadings have changed. The test makes use of the fact that the presence of 
a structural break in factor loadings implies changes in the second moments of the factors. 
Han and Inoue (2015) note that a change in the volatility of factors or in factor loadings would 
not be separately identified, so a rejection could reflect either or both. The idea of a change in 
dynamic factor loadings in the sense of being equivalent to additional factors in a PCA setting 
corresponds to a ‘Type 1’ break, where the change in the factor structure reflects a change 
in cross-correlations between variables related to common factors. By contrast, the idea of 
a change in the volatility of factors corresponds to a ‘Type 2’ break, where the change in the 
factor structure reflects a change in the volatility of variables related to common factors, but 
with the same cross-correlations between variables related to common factors. Our earlier 
finding of a reduction in the number of factors implied by some of the criteria in Figure 3 is 
more consistent with a Type 2 break than a Type 1 break, but we will examine issue this directly.

Figure 6 plots the Han and Inoue (2015), LM and Wald test statistics for a structural break in 
factor loadings. In both cases, we can reject the null of no break, with the LM test statistic 
maximised in 1991:Q4 and the Wald test statistic maximised in 1998:Q3. Notably, however, 
both test statistics are still significant if the break occurred in 1993:Q1 with the introduction 
of inflation targeting, which is close to the earliest date at which both test statistics are 
significant. Thus, the results for Han and Inoue’s (2015) test are consistent with the idea that 
the introduction of inflation targeting led to a change in the factor structure of the Australian 
economy. Furthermore, we note that the there is no support for an additional break, whether 
the first break is set to have occurred at the estimated dates or in 1993:Q1. Given a break in 
the factor structure around the time of the introduction of inflation targeting, we turn next 
to an investigation of what effects it had on the Australian economy.

9 Breitung and Eickmeier (2011) and Chen, Dolado and Gonzalo (2014) also propose tests for structural instability in factor models. 
However, both of these alternative tests have drawbacks. For example, Breitung and Eickmeier’s (2011) joint test appears to be 
oversized when idiosyncratic errors contain serial correlation and a heteroskedasticity autocorrelation consistent (HAC)-based 
covariance matrix estimator is used. Meanwhile, the Lagrange multiplier (LM) version of Chen et al’s (2014) test is not consistent 
in some settings. Importantly, Monte Carlo analysis in Han and Inoue (2015) suggests that their test has better finite sample 
performance compared with Chen et al (2014).
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Figure 6: Factor Loadings Structural Break Test
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3. Effects of Inflation Targeting

3.1 Decline in common shocks
We find that the introduction of inflation targeting corresponded to a much larger reduction 
in the volatility of common components of macroeconomic time series than idiosyncratic 
components. To see this, we calculate the cross-sectional variance of common components, 
which reflects the variability of common factors, and of idiosyncratic components, which 
reflects the residual variability of the data, at each point in time. Figure 7 plots measures of 
common and idiosyncratic volatility over the whole sample for: (i) all of the variables, (ii) just 
real variables, (iii) just nominal variables, and (iv) just price variables. The pattern is consistent 
in all of the cases. Although there are still peaks in the volatility measures after 1993 that 
seem to be related to events such as the introduction of the goods and services tax in 2000 
(idiosyncratic volatility) and the GFC in 2007–09 (both common and idiosyncratic volatility), 
there is clearly lower average common volatility since the introduction of inflation targeting. 
The absence of a recession in Australia since 1993 could help explain the relative lack of peaks 
in common volatility that occurred with the recessions in the early 1980s and 1990s. However, 
the common volatility is still generally lower after the introduction of inflation targeting than 
it was even during expansions prior to inflation targeting. Furthermore, contrary to recessions 
being the primary driver of volatility, the idiosyncratic volatility looks only slightly lower on 
average since 1993, and this is not even clear for the price variables. Meanwhile, because 
the reduction of idiosyncratic volatility is not as large as the reduction of common volatility, 
signal-to-noise ratios for individual variables that proxy for the common factors have clearly 
dropped since the introduction of inflation targeting.
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Figure 7: Australian Macroeconomic Volatility
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Figure 8 illustrates the decline in the signal-to-noise ratio by plotting the common and 
idiosyncratic components of (adjusted and standardised) CPI inflation. The variation in 
both components seems to have lessened somewhat, but much more so for the common 
component. Thus, a higher proportion of the quarterly fluctuations in CPI inflation reflect 
noise since the introduction of inflation targeting. A direct implication for monetary policy is 
that it makes sense to ‘look through’ some of the high frequency movements in CPI inflation. 
Such movements are more likely to be reflecting noise rather than a persistent change in 
underlying inflationary pressures. Furthermore, the dynamic factor model provides a way to 
extract a signal about underlying inflationary pressures from a noisy series such as CPI inflation.
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Figure 8: Signal and Noise
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3.2 Stabilised factor loadings
To further investigate the nature of the change in the factor structure, we calculate recursive 
estimates of factor loadings for real GDP growth, CPI inflation and the OCR on the estimated 
factors.10 Figure 9 plots these recursive estimates along with 95 per cent confidence bands.11 
Real GDP growth loads significantly on all three factors, CPI inflation only loads significantly 
on the second factor, and the OCR loads significantly on the first two factors. The estimated 
loadings for all three variables on the first factor are positive (although, again, insignificant 
for CPI inflation). This suggests that the first factor could reflect demand pressures in the 
economy. The estimated loadings for the second factor are negative on real GDP growth 
and positive for CPI inflation and the OCR, suggesting the factor could reflect supply-side 
inflationary pressures. The estimated loadings for the third factor are positive for real GDP 
growth and effectively zero for CPI inflation and the OCR, suggesting that factor could reflect 
high frequency real activity movements that do not spill over into inflation or affect monetary 
policy. Meanwhile, it is quite notable that the recursive estimates of the factor loadings seem 
to stabilise rather than jump with the introduction of inflation targeting. This is consistent 
with a Type 2 break.

10 Again, we focus on recursive rather than rolling-window estimates in order to better understand possible permanent changes 
rather than possible temporary changes, and to avoid making an arbitrary choice about the window size.

11 Confidence bands are based on inverted t tests using the alternative HAC standard errors proposed in Hartigan (2018).
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Figure 9: Factor Loadings
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3.3 Interpretation and implications
The structural break analysis suggests that inflation targeting has done more than just stabilise 
the level of inflation in Australia. It has also reduced the volatility of common movements 
in macroeconomic variables and possibly reduced the number of common factors in the 
economy. This reduction in volatility is not just in price growth and other nominal variables 
but is broad based. One possibility is that it could be driven by an elimination of ‘sunspot’ 
shocks following the introduction of inflation targeting due to its provision of a clear 
nominal anchor for inflation expectations.12 Notably, the estimated timing of the reduction 
in macroeconomic volatility that is linked to the introduction of inflation targeting is different 
than that implied by looking at real GDP growth on its own (Figure 10).13 This suggests that 
there is a clear benefit from using factor analysis in this case. The timing is also different than 
that of the volatility reduction in US output growth and inflation (the mid 1980s) found in 
numerous studies (e.g. Stock and Watson 2003), which suggests it is not due to any changes 
in global factors at the same time as the introduction of inflation targeting in Australia.

12 See Lubik and Schorfheide (2004) and Lubik and Surico (2010) on the interaction between monetary policy and sunspot shocks.

13 The break date estimates are 1984:Q1 and 1998:Q4 using the Bai and Perron (1998) sequential test procedures for squared 
demeaned real GDP growth regressed on a constant and allowing for HAC standard errors. Without HAC standard errors, 
the evidence is only for one break in 1984:Q1, corresponding to the so-called ‘Great Moderation’ that has been argued to 
have occurred in Australia around the same time as in the United States (Summers 2005). Interestingly, if we use the Qu and 
Perron (2007) sequential test procedures for structural breaks in mean and/or variance of real GDP growth, we only find evidence 
of one break in variance in 1998:Q4, with or without HAC standard errors, closely corresponding to the estimated timing for the 
Wald test statistic of a break in factor loadings in Figure 6. However, if we estimate two breaks in variance, the estimated break 
dates are 1984:Q1 and 1998:Q4, as was found with the Bai and Perron (1998) procedures. Furthermore, reflecting the presence of 
idiosyncratic noise, a change in volatility in real GDP growth in 1998:Q4 is far less visually evident in Figure 10 than the common 
volatility changes with the introduction of inflation targeting in Figure 7.



1 4 1CO N F E R E N C E  V O LU M E  |  2018

A  FA C T O R  M O D E L  A N A LY S I S  O F  T H E  E F F E C T S  O F  I N F L AT I O N  TA R G E T I N G  O N  T H E  
A U S T R A L I A N  E CO N O M Y

Figure 10: Real GDP Growth
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Notes:  Computed as log differences on quarterly observations; dashed vertical line indicates the 
start of inflation targeting; solid vertical lines indicate estimated break dates using the Bai and 
Perron (1998) sequential test procedures for squared demeaned real GDP growth regressed on a 
constant and allowing for HAC standard errors

Sources: ABS; Authors’ calculations

In addition, the larger drop in the volatility of common components relative to idiosyncratic 
components implies an increased benefit of looking at common factors to eliminate noise 
in individual observed variables. Notably, price measures, including CPI inflation, have 
particularly large idiosyncratic components, while our factor model estimates suggest that 
the RBA can ‘look through’ most quarterly fluctuations in these measures and focus on 
underlying measures such as the common component of price growth variables provided 
by our approximate dynamic factor model.

The stability of the factor loadings is reassuring for the use of a factor model to capture real 
and nominal fluctuations in the Australian economy. However, even with stable loadings, 
changes in relative variances of shocks in the economy can result in changes in the dynamic 
interactions of variables. For example, the transmission of monetary policy shocks may have 
changed with the introduction of inflation targeting. We turn to this issue next.

4. Transmission of Monetary Policy
Based on the apparent factor structure of the Australian economy, we develop a FAVAR model 
to examine the transmission of monetary policy shocks, including possible changes due to 
the introduction of inflation targeting.
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4.1 FAVAR model
Following Bernanke et al (2005), we estimate a FAVAR model based on their preferred 
specification of using the policy interest rate as an observed factor. The model uses factor 
loadings to relate the full panel of data to a three-variable VAR that includes the first two 
common factors corresponding to real and nominal fluctuations and the OCR. We extract the 
first two factors from a subset of the panel that corresponds only to ‘slow-moving’ variables. 
It excludes, for example, survey measures, oil prices, commodity prices, financial variables 
and the exchange rate. The full list is given in Table A1. Crucially, the panel excludes the 
OCR and the factors are rotated to remove any residual effects of the policy rate. Despite 
these changes, the extracted factors are very similar to the original factors estimated from 
the full panel (Figure 11). Then, monetary policy shocks are identified by assuming they are 
contemporaneously uncorrelated with other shocks that drive the factors.14 See Appendix C 
for full details.

Figure 11: Common Factors
Original versus rotated factor estimates
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4.2 Full sample estimates
Before considering structural change, we start by estimating a FAVAR with two lags (based 
on the SIC) for the full sample of 1976:Q4–2017:Q2 to provide benchmark results. Given 
FAVAR parameter estimates, we calculate impulse response functions (IRFs) for a surprise 
25 basis point increase in the OCR, with reported 95 per cent confidence bands based on 
500 bootstrap replications.

14 In practice, this identification involves ordering the OCR last in the VAR and using a Cholesky factorisation of the forecast error 
variance-covariance matrix to identify monetary policy shocks. However, due to the construction of factors and their rotation, the 
correlation between the forecast errors for the VAR is very low, so ordering has very little effect on the identified shocks.
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Figure 12 plots IRFs for the OCR and the two factors. The OCR increases 25 basis points on 
impact, by construction, and then it gradually reverts back to its initial level, while both 
factors contract significantly at business cycle horizons. Given the loadings for these factors 
(positive for real GDP growth on the first factor and positive for CPI inflation on the second 
factor), these results are consistent with the interpretation of the identified monetary policy 
shock as being contractionary.

Figure 12: Impulse Response Functions
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Figure 13 directly examines the implied IRFs for real GDP growth and CPI inflation. The point 
estimates still show contractionary effects, although the response of real GDP growth is 
no longer significant, reflecting the fact that real GDP growth also loads negatively on the 
second factor in addition to loading positively on the first factor. The response of CPI inflation 
is very similar to the response of the second factor, reflecting an insignificant loading of CPI 
inflation on the first factor. Accumulated responses are also reported to show the implied 
effects of a monetary policy shock on the log levels of real GDP and the CPI. Consistent 
with long-run monetary neutrality, there is no significant long-run effect on log real GDP. 
Meanwhile, log CPI is permanently lower following the contractionary monetary policy shock. 
This reflects the dynamics of the OCR in response to the policy shock, with the RBA gradually 
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returning the policy rate back to its original level, but not overshooting in order to reverse 
the initial effects of the shock on the price level. That is, the IRFs are consistent with the RBA 
targeting the inflation rate, not the price level, and letting ‘bygones be bygones’.

Figure 13: Impulse Response Functions
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The point estimate for the response of CPI inflation to a contractionary monetary policy 
shock is slightly positive at the one quarter horizon. However, it is insignificant and the point 
estimates are negative and often significantly so at subsequent horizons. Thus, these IRFs 
largely resolve the so-called ‘price puzzle’, as Bernanke et al (2005) did with their FAVAR for 
the US economy.15 The price puzzle has been particularly challenging to solve for Australian 
SVARs, as discussed in Bishop and Tulip (2017). So our result is particularly encouraging for 
using a FAVAR to estimate the effects of monetary policy shocks on the Australian economy.

A benefit of the FAVAR model is that it allows us to examine the effects of a monetary policy 
shock on any variable in the panel (and even variables not in the panel, as long as we can 
determine relevant loadings on the factors). Figure 14 plots the IRFs for a selection of other 
variables that reflect different aspects of the Australian economy. The variables are private 
gross fixed capital formation (GFCF), the domestic final demand (DFD) price deflator, housing 
commencements, the unemployment rate, housing prices, a survey of expected output, total 
employment growth, an index of commodity prices (ICP), and a consumer sentiment index 

15 The price puzzle is the tendency for estimated IRFs to initially show a positive response of inflation to a contractionary 
monetary policy shock. It is often seen as a failure to completely identify the true monetary policy shock by partially reflecting 
an endogenous response of the policy rate to other shocks, although it could reflect a genuine economic response in the case 
where inflation expectations are not anchored (see Lubik and Schorfheide (2003)).
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(CSI). The series are transformed to be stationary where appropriate and as noted in the figure. 
The IRFs behave as expected given a contractionary monetary policy shock. For example, 
DFD price deflator inflation behaves very similarly to CPI inflation, the unemployment rate 
increases significantly at business cycle horizons, and consumer sentiment falls significantly 
at business cycle horizons.

Figure 14: Impulse Response Functions – Other Macroeconomic 
Variables
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4.3 Breaks in the FAVAR?
Given the benchmark full sample results, we now consider whether the introduction of 
inflation targeting changed the FAVAR parameters or whether they changed at any other point 
of the sample. To test for structural breaks in the FAVAR, we apply the Qu and Perron (2007) 
procedures. In principle, the methods in Qu and Perron can be applied to a linear system 
of regression equations with multiple structural breaks in mean or variance. However, given 
the large number of parameters for the FAVAR model, we need to apply tests for structural 
breaks equation by equation. Tables 3 and 4 report the results of Qu and Perron’s (2007) supLR 
tests and sequential tests for each equation of the VAR portion of the model allowing for 
breaks in conditional mean and variance. Given a VAR set-up, we assume no residual serial 
correlation. We consider a maximum of three breaks with 15 per cent trimming from sample 
end points and between breaks.
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The results support the existence of structural change in all three dynamic equations of the 
FAVAR, with the sequential tests providing some insight into the number and timing of the 
breaks. For the first factor, there appear to be two breaks, estimated to have occurred in 1990:Q1 
and 2010:Q2. For the second factor, there appears to have been one break in 2011:Q1. For the 
OCR, there appear to be two breaks, estimated to have occurred in 1990:Q3 and 2011:Q1.

Table 3: Qu and Perron (2007) SupLR Test

Number Test statistic Critical value  
(5 per cent)Factor 1 Factor 2 OCR

1 43.31 45.77 197.80 24.21
2 78.91 69.89 268.87 40.09
3 99.33 91.23 290.40 55.00
Notes:  Test is for a break in the conditional mean and variance; number of breaks tested for is three; trimming 

parameter is set to 0.15; total number of parameters in each equation is eight

Table 4: Qu and Perron (2007) Seq(  + 1|  ) Test

Seq( + 1|) Factor 1 Factor 2 OCR Critical 
value  

(5 per cent)
Test 

statistic
H0  

date
Test 

statistic
H0  

date
Test  

statistic
H0  

date

Seq(2|1) 35.60 1990:Q1 24.12 2011:Q1 71.07 1990:Q3 26.58
Seq(3|2) 22.93 2010:Q2 na na 26.49 2011:Q1 27.58
Notes:  Test is for a break in the conditional mean and variance; number of breaks tested for is three; trimming 

parameter is set to 0.15; total number of parameters in each equation is eight

Figure 15 reports 95 per cent confidence sets for the structural break dates.16 The confidence 
sets vary considerably in their precision for the different variables. However, the results broadly 
suggest that we should account for two breaks in the FAVAR, with the first break around the 
introduction of inflation targeting and the second break around the GFC. Technically, the 
apparent timing of the first break for the first factor and the OCR based on the 95 per cent 
confidence sets occurred just after the introduction of inflation targeting (the data are not 
informative at all about the timing of a break for the second factor). However, for simplicity of 
interpretation and because it can be shown that 1993:Q1 is within the 99 per cent confidence 
sets, we consider our first sub-sample for the FAVAR to be up to the introduction of inflation 
targeting, although our FAVAR estimates would be similar if we used either of the earlier 
estimated break dates in 1990. For the second break, we find the FAVAR estimates are highly 
imprecise using only data after the GFC, which is likely due to few surprise changes in the 
OCR during this period. If we extend the sub-sample back to begin in the mid 2000s, which is 
consistent with 95 per cent confidence sets for the two factors and what can be shown to be 
the 99 per cent confidence set for the OCR, the FAVAR estimates are relatively more precise. 
Thus, we consider the last sub-sample for our FAVAR to begin in 2005:Q1, which is consistent 

16 Confidence sets are based on inverted likelihood ratio tests proposed in Eo and Morley (2015).
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with the earliest second break for the first factor in the 95 per cent confidence set. The results 
would be similar, but increasingly less precise, if we moved the start of the last sub-sample to 
later in the 2000s.

Figure 15: FAVAR Structural Break Test
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4.4 Sub-sample estimates
Based on the structural break test results, we split the sample into three regimes: pre-inflation 
targeting, 1976:Q4–1993:Q1; early inflation targeting, 1993:Q2–2004:Q4; and late inflation 
targeting, 2005:Q1–2017:Q2. The apparent changes in the VAR parameters motivate our 
consideration of this sub-sample analysis. In particular, a change in any of the reduced-form 
slope coefficients or cross-correlations for the forecast errors should lead to different identified 
structural shocks for the FAVAR and, therefore, different estimated IRFs.

Looking at the top row of Figure 16, the dynamics of the OCR following a contractionary shock 
have changed considerably over the full sample of 1976:Q4–2017:Q2. In the pre-inflation-
targeting period, the RBA appeared to quickly bring the OCR back to its previous level and 
even significantly lowered it for a while afterwards. In the early inflation-targeting period, 
the RBA appears to have introduced a bit more persistence into the OCR and seems to have 
deliberately avoided any expansionary overshooting following a contractionary shock. In 
the late inflation-targeting period, the RBA further increased the persistence of the OCR, but 
may have allowed some expansionary offset at long horizons, although it is not significant.
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Figure 16: Impulse Response Functions
By inflation-targeting period
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In terms of the effects of a contractionary monetary policy, the second and third rows of 
Figure 16 display the sub-sample responses of real GDP growth and CPI inflation, respectively. 
In the pre-inflation-targeting period, the contractionary shock always decreases real GDP 
growth at short horizons, but the lower OCR at longer horizons seems to have stimulatory 
effects. In the early inflation-targeting period, the estimated response of real GDP is 
quite volatile, perhaps reflecting a less successful identification of a policy shock for this 
sub-sample, as evidenced by a return of a price puzzle in the response of CPI inflation. The 
strong estimated rebound of real GDP growth could then reflect too quick of a decrease 
in the policy rate back to zero in the face of an underlying inflationary shock that leads to 
a policy contraction.17 In the late inflation-targeting period with the policy framework well 
established, the more persistent contraction of monetary policy has stronger effects on real 
GDP growth and CPI inflation, without a price puzzle.

Using the estimated impulse responses for a monetary policy shock, we examine implied 
sacrifice ratios for the Australian economy by calculating the accumulated response of real 
GDP relative to the response of CPI inflation. Figure 17 plots these ratios at the one- to two-year 

17 The Bernanke et al (2005) approach to monetary policy shock identification for the FAVAR always risks including 
contemporaneous shocks to the economy that the RBA immediately responds to in the identified monetary policy shock. In 
particular, the identified shock is effectively the forecast error for the policy rate from the VAR with the policy rate and the two 
rotated factors (see Appendix C for details). To the extent that most of the forecast error reflects a surprise exogenous change 
in the policy rate, this approach works well. However, it may be that there were some relatively large endogenous surprise 
changes in the policy rate during the early inflation-targeting period that led to a return of the price puzzle. We will consider 
this in future research that will allow for more observed factors in the FAVAR, but will continue to order the OCR last.
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horizon for the different sub-samples, with the full sample as a benchmark. It appears that 
the sacrifice ratio initially fell with the introduction of inflation targeting, consistent with the 
idea that a credible nominal anchor can allow inflation expectations to adjust more quickly. 
However, the sacrifice ratio rose considerably after the mid 2000s, perhaps corresponding to a 
flattening of the Phillips curve similar to Gillitzer and Simon (2015). Of course, if this flattening 
is due to an anchoring of inflation expectations, then a high sacrifice ratio is not a problem 
in and of itself as the RBA should not need to undertake a large disinflation in the first place, 
although it provides a caution against the RBA adopting a price level target that could require 
larger disinflations following a temporary increase in measured inflation.

Figure 17: Implied Sacrifice Ratio
Log real GDP to CPI inflation
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Notes:  Calculated as the ratio of responses to a 25 basis point contractionary monetary policy 
shock; inflation-targeting periods are: 1976:Q4–1993:Q1 for ‘Pre’, 1993:Q2–2004:Q4 for ‘Early’, 
2005:Q1–2017:Q2 for ‘Late’ and 1976:Q4–2017:Q2 for ‘Full sample’

5. Conclusion
Factor model analysis provides a useful way to investigate the effects of inflation targeting 
and the transmission of monetary policy shocks for the Australian economy. Notably, 
inflation targeting has not just stabilised the level of inflation, but it has also reduced the 
volatility of common movements in macroeconomic variables. A drop in the implied signal-
to-noise ratios for macroeconomic data given a larger decline in common volatility relative to 
idiosyncratic volatilities implies an increased benefit of considering common factors instead 
of focusing only on individual noisy series such as CPI inflation. Our FAVAR estimates suggest 
that monetary policy shocks have become more persistent and their effects amplified, while 
sacrifice ratios and the implied slope of the Phillips curve have also changed over time.
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The flexibility of factor modelling allows us to propose a number of possible extensions 
to our analysis. We plan to consider alternative models of structural change in the future, 
such as: a Markov-switching dynamic factor model used by Diebold and Rudebusch (1996), 
Chauvet (1998), Kim and Nelson (1998) and Camacho, Perez-Quiros and Poncela (2015); or 
a time-varying parameter dynamic factor model used in Korobilis (2013). These alternative 
models will allow us to determine if there is any recurring dependence in the effects of 
monetary policy shocks or other identified shocks (e.g. foreign shocks) on the state of the 
business cycle, or if there are other slower moving changes. We also plan to utilise methods 
recently developed by Koopman, Mesters and Schwaab (2018) for jointly estimating level and 
volatility factors and their interaction. This will allow us to examine the role of uncertainty 
in driving the Australian economic conditions in a data-rich environment. Also, we plan to 
consider more observed factors, such as commodity prices, US real GDP growth, US CPI 
inflation, the federal funds rate and government spending, in the FAVAR in order to consider 
the dynamic effects of different types of structural shocks and to possibly better identify 
monetary policy shocks.
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Appendix A: Australian Macroeconomic Dataset

Table A1: Full List of Variables
(continued next page)

Variable Category Transformation Slow 
variable

Gross domestic product (GDP) Expenditure Δlog xt( ) Yes
Non-farm GDP Expenditure Δlog xt( ) Yes
GDP per capita Expenditure Δlog xt( ) Yes
Public final demand Expenditure Δlog xt( ) Yes
Private final demand Expenditure Δlog xt( ) Yes
Private gross fixed capital formation 
(GFCF)

Expenditure Δlog xt( ) Yes

Household consumption (HC) Expenditure Δlog xt( ) Yes
HC: Cigarettes and tobacco Expenditure Δlog xt( ) Yes
HC: Alcoholic beverages Expenditure Δlog xt( ) Yes
HC: Clothing and footwear Expenditure Δlog xt( ) Yes
HC: Food Expenditure Δlog xt( ) Yes
HC: Household equipment Expenditure Δlog xt( ) Yes
HC: Purchase of vehicles Expenditure Δlog xt( ) Yes
HC: Rent and other dwelling services Expenditure Δlog xt( ) Yes
HC: Hotels, cafes and restaurants Expenditure Δlog xt( ) Yes
HC: Transport services Expenditure Δlog xt( ) Yes
Private GFCF: Dwellings: Alterations  
and additions Expenditure Δlog xt( ) Yes
Private GFCF: Dwellings: New and used Expenditure Δlog xt( ) Yes
Private non-farm inventories to total 
sales

Expenditure Δxt Yes

Changes in inventories Expenditure xt Yes
Gross domestic income Income Δlog xt( ) Yes
Gross operating surplus: Financial 
corporations

Income Δlog xt( ) Yes

Gross operating surplus: Private  
non-financial

Income Δlog xt( ) Yes

Gross operating surplus: Public  
non-financial

Income Δlog xt( ) Yes

Household disposable income Income Δlog xt( ) Yes
Agriculture, forestry and fishing Production Δlog xt( ) Yes
Mining and exploration Production Δlog xt( ) Yes
Manufacturing Production Δlog xt( ) Yes
Electricity, gas and water services Production Δlog xt( ) Yes
Construction Production Δlog xt( ) Yes
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Variable Category Transformation Slow 
variable

Wholesale trade Production Δlog xt( ) Yes
Retail trade Production Δlog xt( ) Yes

Accommodation and food services Production Δlog xt( ) Yes

Transportation Production Δlog xt( ) Yes
Information media and 
telecommunications

Production Δlog xt( ) Yes

Financial and insurance services Production Δlog xt( ) Yes
Rental hiring and real estate services Production Δlog xt( ) Yes
Professional, scientific and technical 
services

Production Δlog xt( ) Yes

Administration and support services Production Δlog xt( ) Yes
Public administration and safety Production Δlog xt( ) Yes
Education and training Production Δlog xt( ) Yes
Healthcare and social assistance Production Δlog xt( ) Yes
Arts and recreation services Production Δlog xt( ) Yes
Other services Production Δlog xt( ) Yes
Full-time employment Employment Δlog xt( ) Yes
Part-time employment Employment Δlog xt( ) Yes
Total employment Employment Δlog xt( ) Yes
Unemployment rate Employment Δxt Yes

Labour productivity Employment Δlog xt( ) Yes
Real unit labour costs Employment Δlog xt( ) Yes
Average weekly earnings Employment Δlog xt( ) Yes
Average weekly hours worked Employment Δlog xt( ) Yes
Capacity utilisation (net balance) Surveys xt No
General business situation (next 
6 months net balance)

Surveys xt No

Output actual (change in past 
3 months net balance)

Surveys xt No

Output expected (change in next  
3 months net balance)

Surveys xt No

Consumer sentiment index Surveys xt No
Commencements: Total new houses  
and flats excl conversion

Building & capex Δlog xt( ) No

Completed: Total new houses 
and flats excl conversion

Building & capex Δlog xt( ) Yes

Approvals: Private new houses 
and flats

Building & capex Δlog xt( ) No

Table A1: Full List of Variables
(continued next page)
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Variable Category Transformation Slow 
variable

Approvals: Government new houses  
and flats

Building & capex Δlog xt( ) No

Approvals: Total new houses and flats Building & capex Δlog xt( ) No
Current account (per cent of GDP) Overseas 

transactions
Δxt Yes

Services imports Overseas 
transactions

Δlog xt( ) Yes

Services exports Overseas 
transactions

Δlog xt( ) Yes

Goods debits Overseas 
transactions

Δlog xt( ) Yes

Goods credits Overseas 
transactions

Δlog xt( ) Yes

Consumer price index (CPI) : All groups Prices Δlog xt( ) Yes
CPI: Food and non-alcoholic beverages Prices Δlog xt( ) Yes
CPI: Alcohol and tobacco Prices Δlog xt( ) Yes
CPI: Clothing and footwear Prices Δlog xt( ) Yes
CPI: Housing Prices Δlog xt( ) Yes
CPI: Household equipment and services Prices Δlog xt( ) Yes
CPI: Transportation Prices Δlog xt( ) Yes
CPI: Communication Prices Δlog xt( ) Yes
CPI: Goods component Prices Δlog xt( ) Yes
CPI: Services component Prices Δlog xt( ) Yes
Established house prices Prices Δlog xt( ) Yes
Oil prices Prices Δlog xt( ) No
GDP price deflator Prices Δlog xt( ) Yes
Household final consumption 
expenditure price deflator

Prices Δlog xt( ) Yes

Private GFCF price deflator Prices Δlog xt( ) Yes
Domestic final demand (DFD)  
price deflator

Prices Δlog xt( ) Yes

Export price index: Goods and  
services credits

Prices Δlog xt( ) Yes

Import price index: Goods and  
services debits

Prices Δlog xt( ) Yes

Terms of trade Prices Δlog xt( ) Yes
Index of commodity prices (ICP) Prices Δlog xt( ) No

Table A1: Full List of Variables
(continued next page)
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Variable Category Transformation Slow 
variable

Money: M1 Money & credit Δlog xt( ) No
Money: M3 Money & credit Δlog xt( ) No
Money: Broad money Money & credit Δlog xt( ) No
Credit: Total Money & credit Δlog xt( ) No
Credit: Other personal Money & credit Δlog xt( ) No
Credit: Business Money & credit Δlog xt( ) No

Overnight cash rate (OCR) Interest rates Δxt No

Real OCR Interest rates Δxt No

3-month bank bill Interest rates Δxt No
5-year Australian Government  
security (AGS)

Interest rates Δxt No

10-year AGS Interest rates Δxt No
3-month bank bill spread to OCR Interest rates xt No
5-year AGS spread to OCR Interest rates xt No
10-year AGS spread to OCR Interest rates xt No
Share price index Miscellaneous Δlog xt( ) No
Real trade-weighted exchange  
rate index (TWI)

Miscellaneous Δlog xt( ) No

Southern Oscillation Index (SOI) Miscellaneous xt No
Notes:  Seasonally adjusted data are used when available; monthly series are converted to quarterly by taking the three-

month average; ‘Slow variable’ refers to whether the respective series is used to extract ‘slow-moving’ factors 
as part of the procedure when estimating the FAVAR model; the ‘Money & credit’ series are break adjusted

Sources: ABS; Bureau of Meteorology; RBA

Table A1: Full List of Variables
(continued)
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Appendix B: Quasi-maximum Likelihood Estimation
Following Doz et al (2012), we consider an approximate dynamic factor model estimated by 
QMLE. The estimation is ‘quasi’ in the sense that the underlying model is misspecified. The 
source of misspecification relates to omitted cross-sectional correlation of the idiosyncratic 
components. Doz et al (2012) show that the effects of misspecification on the estimation of 
the common factors is negligible for large sample size T and cross-section dimension N. The 
state-space form of the QMLE dynamic factor model is given as follows:

 

Yt =ΛFt+εt , εt ~N 0,R( ),
Ft =ΦFt−1+Gηt , ηt ~N 0,Q( )  

The parameter matrices of the measurement and state equations have the following structure:

 

Yt = Λ 0 ! 0( )

Ft
Ft−1
!

Ft−p+2
Ft−p+1

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

+εt ,

Ft
Ft−1
!

Ft−p+2
Ft−p+1

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

=

Φ1 Φ2 ! Φp−1 Φp

Ir 0r ! 0r 0r

" " " "
0r 0r ! 0r 0r

0r 0r ! Ir 0r

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

Ft−1
Ft−2
!

Ft−p+1
Ft−p

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

+

Ir
0r

!
0r

0r

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟

ηt

 

where Ir is an r-dimensional identity matrix and 0r is an r-dimensional matrix of zeros. The 
covariance matrix of εt in the measurement equation is given by R with dimension N × N 
and is restricted to be a diagonal matrix. In the state equation, the covariance matrix of ηt 
corresponds to the r × r matrix Q while G is a rp × r selector matrix. In our work we set p = 1 
based on the SIC which leads to Equation (1).

The QML estimator is implemented using the Kalman filter/smoother and the EM algorithm. 
To do this, we initialise the Kalman filter/smoother recursions using the first r PCA-based 
estimates of the factors and OLS estimates of the parameters Λ,Φ L( ),R, andQ , treating the 
PC factors as the true common factors. This represents the ‘expectation’ step and provides 
a new estimate of the common factors given the estimated parameters. Based on the 
updated estimate of the factors, we compute new parameter estimates via OLS, which is 
the ‘maximisation’ step. These two steps are repeated until the algorithm converges. We 
judge convergence to be when cm is less than 10–6 with cm given by:

 

cm=
L Y ;θ̂(m )( )−L Y ;θ̂ m−1( )( )
L Y ;θ̂ m( )( )+L Y ;θ̂ m−1( )( )( )/ 2
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where θ is a vector of the model parameters and m=1,…,M is the number of evaluations 
needed to achieve convergence up to a maximum M set by the researcher. We set M = 1 000 
but the number of evaluations needed in all cases we considered was much less than 100. 
L Y ;θ̂( ) is the log-likelihood function given as:

 

L Y ;θ̂( )=− 1
2
Yt−ΛFt[ ]′ R−1 Yt−ΛFt[ ]

⎛
⎝
⎜⎜⎜

⎞
⎠
⎟⎟⎟−

T
2
log R

t=1

T

∑

−
1
2
Ft−ΦFt−1[ ]′Q−1 Ft−ΦFt−1[ ]

⎛
⎝
⎜⎜⎜

⎞
⎠
⎟⎟⎟−

T−1
2

logQ
t=2

T

∑

−
1
2
F1−F0[ ]′P0

−1 F1−F0[ ]− 1
2
log P0 −

T p+ r( )
2

log 2π( )
 

with the initial state F0 = 0rp and initial state variance vec P0( )= I
rp2
−Φ⊗Φ( )−1vec Q( ). See 

Ghahramani and Hinton (1996) for more details.

A convenient feature of this specification is that the computational complexity of the Kalman 
filter/smoother depends only on the number of states, which in our case corresponds to the 
number of factors r, and is independent of the size of the cross-section N.

Note, while the EM algorithm will converge, it is not guaranteed to find the global maximum 
and can converge to a local maximum. However, the chance of this occurring can be offset 
by starting the algorithm, as we do, with the PCA estimates which are consistent for large 
cross-sections.

The main reason we use this estimation method relates to its potential to improve efficiency 
of the estimates of the common factors. This comes from explicitly accounting for factor 
dynamics. Doz et al (2012) show the efficiency improvements are relevant when there are 
more common factors to estimate. Other desirable features of this method (which we do 
not explore in our work) relate to structural analysis by allowing the researcher to impose 
restrictions on the factor loadings to extract shocks. Furthermore, the method is capable of 
handling either missing or mixed frequency data.
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Appendix C: FAVAR Estimation
Here we describe the FAVAR model estimation in detail. Let Rt be the official cash rate. 
Suppose that additional economic information can be summarised by a k × 1 vector of 
unobserved factors Ft, where k is small and is not necessarily equal to r as determined via 
some formal selection criteria. We can think of the unobserved factors as possibly capturing 
variation in economic activity or price pressures that may not be readily proxied by any 
particular individual observed variable, but are important in a wide range of economic data 
series. Assume the joint dynamics of Ft, and Rt are given by the following equation:

 

Ft
Rt

⎛

⎝

⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟
=Φ L( )

Ft−1
Rt−1

⎛

⎝

⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟
+εt

 

where Φ(L) is a conformable lag polynomial of finite order p. We set p = 2 in our case based 
on SIC. We then assume that what Bernanke et al (2005) call ‘informational’ time series Yt are 
related to the unobserved factors Ft and observed Rt by the equation:

 Yt =ΛFFt+ΛRRt+et  

where ΛF is an N × k matrix of common factor loadings, ΛR is an N × 1 vector of Rt loadings 
and et is an N × 1 vector of error terms with mean zero that are assumed to display a small 
amount of cross-correlation.

We consider only one approach to estimating the FAVAR (Bernanke et al (2005) consider two, 
one via PCA and the other via Bayesian estimation). We use their two-step method based 
on the PCA estimator, but we replace this with the QML estimates of the factors. This is not 
new as Bernanke and Boivin (2003) did something similar using a mixed frequency panel for 
the US economy. Denote the estimated common factors of Yt by Ĉ Ft ,Rt( ). Because Ĉ Ft ,Rt( )  
corresponds to an arbitrary linear combination of its arguments, obtaining F̂t  involves 
determining the part of Ĉ Ft ,Rt( ) that is not spanned by Rt.

Because Rt is not explicitly imposed as a common component in the first estimation step, any 
of the linear combinations underlying Ĉ Ft ,Rt( ) could involve Rt. Bernanke et al (2005) argue 
that it would not be valid to simply estimate a VAR based on Ĉ Ft ,Rt( ) and identify the policy 
shock recursively. Instead, they argue that the direct dependence of the common factors of 
Yt on Rt must be removed first.

If linear combinations implicit in Ĉ Ft ,Rt( ) were known, this would involve subtracting Rt times 
the associated coefficient from each of the elements of Ĉ Ft ,Rt( ) . However, because they are 
unknown, Bernanke et al propose to estimate the coefficients through a multiple regression 
of the form:

 Ĉ Ft ,Rt( )=βC*Ĉ * Ft( )+βRRt+νt  

where Ĉ * Ft( ) is an estimate of all the common components other than Rt. Bernanke et al (2005) 
suggest one way to obtain Ĉ * Ft( ) is to extract factors from a subset of slow-moving variables, 
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which by assumption are not affected contemporaneously by Rt. Then F̂t  is constructed as 
Ĉ Ft( )−β̂RRt  and a VAR in F̂t  and Rt is estimated using ordinary least squares and identified 
recursively.

Note that the key assumption is that most of the forecast error for Rt reflects monetary policy 
shocks, not an endogenous response to economic conditions. Finally, because this second 
step involves the presence of generated regressors, we use the bootstrap and 500 replications 
to compute confidence bands for the impulse response functions displayed in Section 4.
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